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ABSTRACT 

 

The impact of modifications of the perturbation method based on empirical orthogonal 

functions (EOF method) used operationally upon the ensemble prediction system (EPS) 

at CPTEC/INPE is evaluated. The main changes proposed in this study are: to apply the 

EOF method to perturb the midlatitudes; apply additional perturbations to the surface 

pressure (P) and specific humidity (Q) fields; and, compute regional perturbations over 

South America. The impact of these modifications in the characteristics of the initial 

perturbations and in the quality of the EPS forecasts is investigated. The EPS forecasts 

are evaluated through average statistical scores over the period 15 December 2004 to 15 

February 2005. The statistical scores used in the evaluation are pattern anomaly 

correlation, root mean square error, ensemble spread, Brier skill score and perturbation 

versus error correlation analysis (PECA). Results indicate that with the inclusion of 

perturbations on P and Q, EOF-based perturbations acquire a more baroclinic structure. It 

is also observed that the simultaneous application of additional perturbations both in the 

extratropics and to the P and Q fields improves the performance of CPTEC-EPS and 

enhances the quality of forecast perturbations. Moreover, regional EOF-based 

perturbations computed over South America have positive impact on the ensemble 

forecasts over the target region. 
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1. Introduction 

Atmospheric forecasts with high skill are an objective and at the same time a 

challenge to numerical weather prediction. In order to increase the quality of the 

numerical weather forecasts, two main factors must be taken into account: the 

representation of physical and dynamical processes in the atmosphere by numerical 

models, and an initial condition that reproduces realistically the atmospheric state at the 

beginning of the model integration. The fast development of computational technology 

over the last few decades has provided conditions for a better representation of the 

physical and dynamical atmospheric processes by numerical models. At the same time, 

the advent of the meteorological satellite information has increased significantly the 

quantity of data which, in addition to demanding improvements in the methods of data 

assimilation (Hamill, 2002, Kalnay et al., 2002, Rabier et al., 2000) has contributed to 

producing high quality analyses. However, despite the advances in representing 

atmospheric processes by numerical models and the production of accurate analyses, 

numerical forecasts diverge from observed atmospheric evolution after some days of 

model integration. The sources of numerical weather forecast errors are mainly the two 

previously-described factors: deficiencies of the models in representing dynamical and 

physical processes of the real atmosphere, or external error; and uncertainties in the state 

of the atmosphere at the initial time, or internal error (Reynolds et al., 1994). 

The model uncertainties were considered in the development of ensemble 

forecasting systems that run the model a number of times with different parameterization 

schemes to create a set of perturbed forecasts (Krishnamurti et al., 2000 and Houtekamer 

et al., 1996). The model uncertainties were also treated following a method described by 
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Buizza et al. (1999). In their scheme, the random model errors due to the physical 

parameterization processes are simulated by including stochastic perturbations in the 

parameterized diabatic tendency for any component of the state vector. 

The importance of the initial-state uncertainties in forecast errors is explained by 

chaos theory which, in a simplified form, is related to the sensitivity that some nonlinear 

deterministic dynamic systems exhibit with respect to initial and boundary conditions as 

they evolve in time (Lorenz, 1963, 1965 and 1969). The atmosphere is an example of a 

chaotic system, i.e., slightly different initial conditions may lead to significantly different 

final solutions. Thus even in a perfect model scenario, since the atmospheric state is not 

completely represented by the analyses, the unavoidable errors will grow as the model 

evolves with time, degrading the quality of forecast until it eventually lacks any useful 

skill. 

Some ensemble weather prediction systems do not take into account the 

uncertainties in numerical models and consider only the uncertainties in the initial 

conditions. In these systems, one of the most important characteristics is the strategy used 

to generate the perturbed analysis. Under the perfect-model hypothesis, they try to 

estimate perturbations that have potential to grow in time and can produce a set of 

forecasts that are diverse enough to give an impression of the likely range of future 

atmospheric states (Buizza, et al., 1999). 

The National Centers for Environmental Prediction (NCEP) and the European 

Centre for Medium-Range Weather Forecasts (ECMWF) in 1992 were the centers that 

pioneered in the implementation of operational ensemble weather forecasting. They used 

the methods of breeding of growing modes (Toth and Kalnay, 1993) and singular vectors 
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(Molteni et al., 1996) to generate perturbed initial conditions. Later, other methods for 

generating perturbed analysis and ensemble forecasting were developed, such as the 

perturbed-observation approach (Houtekamer et al., 1996) and more recently, 

perturbation methods based on ensemble Kalman filters (Wei et al., 2006; Houtekamer et 

al. 2005; Ott et al., 2004; Wang and Bishop, 2003; Bishop et al., 2001). 

Zhang and Krishnamurti (1999, hereinafter ZK1999) developed a procedure for 

generating initial ensemble perturbations based on principal component analysis 

(empirical orthogonal functions - EOF) called EOF-based perturbations (or, the EOF 

method), in order to produce hurricane ensemble forecasts. In this method, those 

eigenvectors whose EOF coefficients increase rapidly with time are  selected to generate 

perturbed analyses.  

Coutinho (1999) performed adaptations to the EOF method in order to produce 

perturbed initial conditions with the atmospheric general circulation model (AGCM) of 

the Center for Weather Prediction and Climate Studies / National Institute for Space 

Research (CPTEC/INPE). The ensemble forecasts initialized with the EOF method 

presented better results when compared with ensemble predictions based on random 

initial perturbations. Moreover, the EOF ensemble mean forecasts presented better 

performance than the control forecasts. In October 2001, the CPTEC/INPE started to 

produce operational ensemble weather forecasts using the approach described in 

Coutinho (1999). In Farina et al. (2005) the EOF method together with the CPTEC-

AGCM was also used to generate perturbed surface wind stress in order to force an ocean 

wave model and produce ocean wave ensemble predictions. 

INPE ePrint: sid.inpe.br/mtc-m18@80/2008/07.22.18.46 v1 2008-07-23



6 

 

Mendonça and Bonatti (2006) evaluated the CPTEC/INPE ensemble prediction 

system (EPS) using statistical scores (anomaly correlation, root mean square error (rmse), 

standard deviation spread) and showed that, at least for 500-hPa geopotential height, the 

CPTEC/INPE ensemble forecasts are under-dispersive, i.e., the ensemble spread is 

smaller than the rmse of the ensemble mean forecasts. In an attempt to reduce this 

deficiency it was suggested that modifications be made in the region used to compute the 

initial perturbations. In the operational version, the perturbations were computed in a 

latitude belt between 45S and 30N for temperature and wind fields. They found that the 

application of the EOF method to calculate additional extratropical perturbations 

enhances the performance of CPTEC-EPS, mainly for 24h and 48h forecast lead times. 

The influence of extratropical systems upon tropical region dynamics and vice 

versa was studied by Palmer (1988). Connections between anomalies in tropical 

atmospheric systems and the observed variability in determined extratropical regions at 

several time scales have been described in work by Mo and Higgins (1998), Simmons 

(1982), Hoskins and Karoly (1981), and others. On the other hand, the propagation of 

transient systems from midlatitudes toward the tropics may be a source of energy for 

tropical systems. Liebmann and Hartmann (1984) concluded that on time scales of 5 to 

10 days, midlatitude systems exert strong influence over the tropical atmosphere. Thus, 

the perturbation growth in the midlatitudes may influence the quality of the forecasts in 

the tropics through tropical-extratropical atmospheric interaction. Reynolds et al. (1994) 

found that the random error growth in the NCEP-AGCM over the extratropics due to 

model dynamical instability is much greater than over the tropics. As a consequence, 
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Zhang (1997) suggested that it would be better to generate perturbations over 

midlatitudes and tropics separately. 

In view of such evidence, we investigate in this paper the influence that 

midlatitude EOF-based perturbations have on the quality of the CPTEC/INPE ensemble 

forecasts in both global and local scales, especially over South America. Moreover, we 

evaluate the impact of applying perturbations to the surface pressure and specific 

humidity, which are prognostic fields of the model but are not perturbed in the 

operational version of the CPTEC-EPS. For evaluation, a number of experiments are 

carried out, in which the EOF method configuration (region used to compute the unstable 

modes and perturbed fields) is modified. Each experiment is evaluated according to the 

structure of the initial perturbations and using average statistical scores for two months 

(15 December 2004 to 15 February 2005). Our motivation for performing this 

investigation is to attempt to improve the quality of the CPTEC/INPE ensemble forecasts 

and demonstrate the current status of our ensemble prediction system.  

Brief descriptions of the data set, the methodology used to configure the 

experiments and the statistical scores computed to evaluate the results are presented in 

section 2. The results are discussed in section 3 and conclusions are presented in section 

4. 

 

2. Data and methodology 

 

a. Initial conditions, climatology and period of evaluation 
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The control initial conditions (without perturbations) used in this study are the 

1200 UTC daily spectral analyses obtained from NCEP by CPTEC/INPE to produce 

operational ensemble weather forecasts. The horizontal spectral truncation used here is 

T126, i.e., triangular truncation at zonal wave number 126. To avoid aliasing in the 

solution of nonlinear terms of model equations it is necessary to use approximately a 

number of points in the zonal direction equivalent to three times the shortest wave 

number considered, which corresponds to approximately a 0.94° longitude x latitude 

resolution in grid space. In the vertical, the atmosphere is divided into 28 sigma layers 

(L28). For evaluations, these initial conditions are considered as the best estimate of the 

real atmospheric state. 

For each CPTEC-EPS simulation, seven EOF-based perturbations are generated 

and added (subtracted) to (from) the control analysis, creating a set of fourteen perturbed 

initial conditions. Each ensemble member represents an integration of the CPTEC-

AGCM up to 10 days lead time from a perturbed initial condition or from the control 

analysis. The result obtained from each EPS simulation is an ensemble of 15 members for 

each forecast range. 

The period considered for the evaluation of the experiments by use of statistical 

scores is from 15 December 2004 to 15 February 2005 (Southern Hemisphere summer). 

In South America, climatology indicates intense convective activity over the northern and 

central parts of the continent during this period. The Intertropical Convergence Zone 

(ITCZ), the South Atlantic Convergence Zone (SACZ), the Subtropical Jet Stream, the 

Bolivian High and the Northeastern Brazilian Trough are the most significant synoptic 

scale systems that influence the weather conditions in this region during the summer 
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season. This period was chosen because of the relatively low predictability that numerical 

models exhibit over South America around this time of year, in consequence of the strong 

role that physical processes, especially deep convection, play in the forecasts over this 

region. We are particularly interested in the impact of the modifications to the initial 

perturbations proposed in each experiment upon the quality of the ensemble forecast, 

especially over South America; thus these weather forecasts have particular relevance for 

economic and social activities during this period. 

The NCEP Reanalysis 2 climatology (Kanamitsu et al., 2002) is used to calculate 

analysis and ensemble forecast anomalies and climatological standard deviation of the 

500-hPa geopotential height and of the 850-hPa horizontal wind fields. 

 

b. CPTEC/I%PE atmospheric general circulation model 

 

The model used in this study is the CPTEC-AGCM at the same resolution as the 

analyses (T126L28). Briefly, the CPTEC-AGCM is based on the spectral solution of the 

primitive dynamic equations in the form of divergence and vorticity, virtual temperature, 

specific humidity and logarithm of the surface pressure, and includes sub-grid processes 

through parameterizations. Details of the model can be obtained in Kinter et al. (1997). 

The main physical processes included in the CPTEC-AGCM are: 

• Kuo-type deep convection;  

• shallow convection; 

• large-scale condensation; 
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• Simplified Simple Biosphere land surface scheme (SSiB); 

• bulk aerodynamics scheme over oceans; 

• planetary boundary layer based on the Mellor-Yamada closure scheme; 

• radiative fluxes (short wave and long wave) based on a band model; 

• interaction of radiation with clouds. 

 

c. The CPTEC/I%PE operational EOF-based perturbation method 

 

The procedure employed to generate the perturbed atmospheric initial conditions is 

based on the method developed by ZK1999, originally proposed for hurricane forecasting 

using the Florida State University (FSU) AGCM. This method, called EOF-based 

perturbations, was developed in view of the fact that during the first few days (around 

1.5 days) of model integration, perturbations grow linearly.  

The procedure used at CPTEC/INPE for producing perturbed analyses can be 

outlined in the following steps: 

a) n random small perturbations (currently n=7) are added to the temperature and 

horizontal wind components fields of the control analysis. These perturbations are 

normally distributed with mean zero and standard deviation comparable to that of the 

3-h forecast error (3 m s
-1
 for the wind field and 0.6 K for the temperature field); 

b) the resulting n randomly perturbed analyses and the control analysis are used to 

integrate the model for 36 h, with results saved every 3 h. No horizontal or vertical 

smoothing or balance is imposed for the random initial perturbations; however the 6 

first hours of model integration is discarded in order to allow a self-adjustment of the 
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model to the perturbed initial conditions and consequently develop more balanced 

forecast perturbations; 

c) n time series of the difference field forecasts are constructed by subtracting the control 

forecast from the perturbed forecasts at each time increment of 3 h; 

d) an EOF analysis is performed for each n time series on a domain of interest to 

determine the eigenvectors whose EOF coefficients increase rapidly with time. These 

eigenvectors are considered as the EOF perturbations. 

e) these perturbations are rescaled in order to make their standard deviation of the same 

order as the initial perturbations; 

f) adding (subtracting) these rescaled perturbations to (from) the control analysis 

produces an ensemble of 2n initial perturbed states. 

 Finding the EOF perturbations cited in item d) consists of obtaining the directions 

that explain the maximum amount of variance in which the randomly perturbed forecasts 

diverge from the control forecast in a period of time of approximately linear growth. The 

EOF analysis is useful for this purpose. In this case, it is based on the solution of an 

eigenvalue problem of the covariance matrix obtained from the difference time series, 

described in item c). Taking into account the % points over a specified domain, an M x % 

dataset matrix X of these difference time series is constructed; where M is the number of 

model outputs during the period from 6 to 36h with interval of 3h (M = 11). The % x % 

covariance matrix is defined as C=(1/M)X
T
X, where the superscript T denotes the 

transpose matrix. C is symmetric and has % real eigenvalues λi and ei orthonormal 

eigenvectors. The eigenvectors are obtained from the decomposition CE=EΛΛΛΛ, where E is 

the matrix with the eigenvectors ei as its columns, and ΛΛΛΛ is the matrix with the 
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eigenvalues λi, along its diagonal and zeros elsewhere. The eigenvalues of C are ordered 

from the largest to the smallest giving a corresponding order in associated eigenvectors 

(descending order of explained variance per each eigenvector). The dataset matrix X can 

be expanded with respect to the base of eigenvectors ei as X=EZ. The matrix Z contains 

coefficients for different eigenvectors at different times. Z is called principal component 

(PC) matrix. The growing modes can be selected through the time evolution of the 

eigenvector coefficients. Currently, the operational CPTEC-EPS considers only the 

eigenvectors associated with the largest eigenvalue for perturbing the initial conditions. 

For the difference time series of wind fields the procedure is analogous, but its 

components (zonal component δu and meridional component δv) are used to compose a 

complex number δu + i δv, according to the methodology described in Legler (1983). 

Thus, to evaluate the matrix C, the complex conjugate transpose X
*
 of matrix X, formed 

by difference time series of wind field, is considered in order to obtain C=(1/M)X
*
X. C is 

symmetric and is composed of complex elements, except in the diagonals, which are real. 

By definition, C is a Hermitian matrix with real eigenvalues and orthonormal 

eigenvectors. 

For hurricane forecasting, ZK1999 proposed perturbations in the hurricane initial 

position and the computation of the empirical orthogonal functions in the neighborhood 

of the hurricane. For global weather forecasting at CPTEC/INPE, perturbations are not 

applied to the initial position of any meteorological system. Coutinho (1999) noticed that 

restricting the perturbations to just a limited area, e.g., over South America region, did 

not produce good results. This constraint had affected the perturbation growth in regions 

relevant to the development of the synoptic systems. Coutinho (1999) found better results 
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using an extended region (45S-30N; 00E 360E). This region was adopted in the 

operational version of CPTEC-EPS. 

In the perturbation rescaling procedure, each perturbed field is rescaled in order to 

have a previously-specified standard deviation in the domain. Specifically, suppose that 

the original standard deviation of EOF perturbations is σi and the prior specified standard 

deviation is σf; then each grid point in that region is multiplied by the factor (σf/σi) so that 

perturbations acquires the desired amplitude. Notice that this operation does not change 

the structure of the perturbations since it just adjusts their intensity. With respect to the 

intensity of the perturbation rescaling, ZK1999 considered that it was reasonable to 

assume that the perturbations had an order of magnitude comparable to that of the 3-h 

forecast error (3 m s
-1
 for the wind field and 0.6 K for the temperature field). Coutinho 

(1999) obtained better results using 5.0 m s
-1
 and 1.5 K (from Daley and Mayer, 1986) 

for the perturbation amplitudes in the rescale procedure. These latter perturbation 

amplitudes were adopted in the version of the EOF-based method implemented 

operationally at CPTEC/INPE, and are also used in all experiments in this study. 

As mentioned previously, the EOF method uses randomly perturbed initial 

conditions to integrate the full nonlinear model in order to identify, in a linear sense, the 

main directions of perturbation growth. Hamill et al. (2003) present an approach for 

generating approximate singular vectors (SVs) using a very large ensemble of forecasts 

started from a randomly perturbed control analysis. For computing the SVs, they first 

produce an ensemble of initial conditions that contain, besides the reference initial 

condition, a number of randomly perturbed initial states that are designed to be white in a 

total-energy norm, i.e., have equal energy in all resolved scales; perturbations are 
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sufficiently small to assure that they will evolve linearly. Next, the fully nonlinear model 

is integrated out to 48 h from each analysis of the ensemble. An algebraic procedure is 

used to combine linearly the ensemble forecasts in order to obtain the largest variance in 

total energy; this same linear combination is applied to the initial ensemble to determine 

the leading initial-time SVs. Their SV approach has in common with EOF method the use 

of the full nonlinear model to evolve the random initial perturbations and the hypothesis 

that perturbations will evolve linearly during the optimization time. However, the two 

methods are essentially different in terms of other characteristics. The SV perturbations 

are determined according to the variance in the total-energy norm and demand a large 

number of members to produce good approximations of the true singular vectors, since 

the method considers that the sample covariance matrices, based on the analysis and 

forecast ensembles, must approximate the analysis and forecast error covariance matrices 

which is achieved only with a infinite number of members. In the EOF method, 

perturbations are computed as the main direction in which a randomly perturbed 

nonlinear forecast diverges from the nonlinear control forecast, i.e., the eigenvector 

associated with the largest eigenvalue computed from the time series of the difference 

fields; in the EOF method, for each randomly perturbed initial condition, a supposed 

growing perturbation is obtained. 

 

d. Experimental design 

 

The main aspects considered in configuring the procedure for generating 

perturbed initial conditions in each experiment are: i) the application of the EOF-based 
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method to generate perturbations in midlatitudes; ii) perturbations on surface pressure 

and specific humidity fields, which are prognostic fields of the CPTEC-AGCM and are 

not perturbed in the operational version of CPTEC-EPS. 

The application of EOF-based perturbations in the surface pressure field may 

perhaps replace partially the perturbations in the position of meteorological systems, 

originally used by ZK1999 in hurricane initial positions. For the surface pressure field, 

the amplitude of random initial perturbations and of perturbation rescaling is 1.0 hPa, 

obtained from Anderson et al. (2005). In the case of the specific humidity field, the 

random initial perturbations and perturbation rescaling are performed in each vertical 

layer separately, using as reference the vertical background standard deviation 

distribution values for the ECMWF global data assimilation system, presented in Derber 

and Bouttier (1999). Those values were linearly interpolated from ECMWF-AGCM 

vertical coordinates for CPTEC-AGCM sigma layers before their application. The 

interpolated values for each CPTEC-AGCM sigma layer are shown in Table 1. 

While the perturbation growth over midlatitudes is mainly caused by dynamic 

instability (according to linear perturbation theory), in the tropics the perturbations are 

strongly influenced by physical processes at smaller scales than those resolved by models 

and exhibit a growth rate much smaller than that over the extratropics (Zhang, 1997; 

Reynolds et al., 1994). Therefore, it is more reasonable to generate perturbations over the 

extratropics and tropics separately. Special treatment of perturbations over the tropics 

was inserted at the ECMWF-EPS through the computation of tropical singular vectors 

over target areas (Barkmeijer et al., 2001; Puri et al., 2001). At NCEP, a regional 

rescaling, based on analysis uncertainties, contributed to the improvement of the 
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ensemble mean skill over the tropics and the Southern Hemisphere (Toth and Kalnay, 

1997). In those experiments in which EOF-based perturbations are extended to 

midlatitudes, we consider it more suitable to calculate the perturbations for the tropics 

and extratropics separately. In an attempt to obtain better-adjusted EOF-based 

perturbations for South America, regional perturbations are computed over two almost 

homogeneous areas with respect to the influence of meteorological systems: a sector with 

tropical regime, strongly influenced by convective systems (Northern South America: 

100W-10W; 20S-20N); and a region influenced by baroclinic systems (Southern South 

America: 110W-20W, 60S-20S). Overall, six regions are considered in the computation 

of EOF-based perturbations, depending on the configuration used for each experiment (to 

be described later): 

• Northern Hemisphere (NH): 0-360W; 20N-90N; 

• Southern Hemisphere (SH): 0-360W; 20S-90S; 

• Tropics (TR): 0-360W; 20S-20N; 

• Extended Tropics (ETR): 0-360W; 45S-30N; 

• Northern South America (NSA): 100W-10W; 20S-20N; 

• Southern South America (SSA): 110W-20W; 60S-20S. 

In order to evaluate the impact that the proposed modifications in the operational 

CPTEC-EPS perturbation scheme has on the ensemble forecast quality, five experiments 

are carried out: Experiment OPER--considered as a reference for other experiments--

represents the operational configuration used currently at CPTEC/INPE. In this case, the 

zonal and meridional wind components (U,V) and temperature (T) fields are perturbed 

INPE ePrint: sid.inpe.br/mtc-m18@80/2008/07.22.18.46 v1 2008-07-23



17 

 

over an extended tropical region (ETR); in the second experiment (EXT1), perturbations 

are computed for three global regions, Northern Hemisphere (NH), Southern Hemisphere 

(SH) and tropics (TR), and the perturbed fields are again U, V and T; in the third 

experiment, defined as TROP the perturbed region is the same as the operational version 

(OPER), but includes perturbations to surface pressure (P) and specific humidity (Q) 

fields (which were not perturbed in the former experiment); in the fourth experiment 

(EXT2), perturbations in three global regions NH, SH and TR are combined with 

additional perturbations to P and Q fields; in the fifth experiment, ETSA, besides 

perturbations in midlatitudes (NH and SH) and the tropics (TR), additional perturbations 

for two different sectors of South America (Northern  South America--NSA and Southern 

South America--SSA) are computed, and the perturbed fields are P,T,Q,U and V. A list of 

the experiments and their respective characteristics is presented in Table 2. 

 

e. Measures of forecast performance  

 

The verification is performed using the 500-hPa geopotential height (Z500) field 

over the Northern Hemisphere (NH, 20N-80N), Southern Hemisphere (SH, 80S-20S) and 

South America (SA, 110W-10W; 60S-15N). The Z500 field provides relevant 

information about synoptic scale flow and is one of the most commonly used weather 

fields, mainly over midlatitudes. Over region TR the variables used were the zonal and 

meridional components of wind at 850 hPa (U850 and V850) or a combination of three 

variables, temperature (T) and wind (U,V) at three levels, 850, 500 and 250 hPa. 

Following Wei and Toth (2003), a new variable p is defined with p=(U,V,αT), where 
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α=(Cp/Tr)
1/2

, Cp = 1004.0 J kg
-1
 K

-1
 is the specific heat at constant pressure for dry air and 

Tr is a reference temperature. For each pressure level, Tr is obtained by linear 

interpolation from Standard Atmosphere Data (Holton, 2004). 

The quality of the atmospheric pattern predictions and probability forecasts is 

assessed through the ensemble mean and probability distribution of ensemble members, 

respectively. The perturbation growth is evaluated through the evolution of ensemble 

spread. In order to measure the quality of ensemble mean forecasts, the pattern anomaly 

correlation (PAC) and root mean square error (rmse) are calculated. The ensemble spread 

is measured by computing the standard deviation of ensemble members with respect to 

the ensemble mean. As described in Wilks (1995), the Brier skill score (BSS) and its 

components (reliability--REL and resolution--RES) are calculated to verify the quality of 

the probabilistic forecasts. The BSS reliability component (REL) measures the calibration 

or conditional bias of the forecasts and the BSS resolution component (RES) summarizes 

the ability of the forecasts to discern subsample forecast periods with different relative 

frequencies of the event. 

The components of the Brier skill score are computed using the probability 

forecasts of 500-hPa geopotential height anomaly greater or lesser than one 

climatological standard deviation or, over tropics, the probability of U850 and V850 

anomaly greater or lesser than 5 m s
-1
. The probability intervals are established according 

to the number of ensemble members, following the methodology presented in the report 

Manual on the Global Data-Processing System, edited by World Meteorological 

Organization (WMO, 1992). 
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The quality of ensemble perturbations is investigated using the methodology 

developed by Wei and Toth (2003), called perturbation versus error correlation analysis 

(PECA). While the ensemble spread can be easily changed by multiplying the initial 

perturbations by a scalar number, perfect pattern spread is not affected by such a change. 

The pattern spread can only be changed through the introduction of more diversity in the 

initial ensemble perturbation patterns. The PECA measures the amount of variance that 

individual and/or optimally combined ensemble perturbations can explain in forecast 

error fields. In this study, an average over 14 individual PECA values, i.e., 14 

correlations between the forecast errors and 14 individual ensemble perturbations 

(indicated by sin), and the PECA values for a correlation between the forecast errors and 

an optimal combination of the 14 individual ensemble perturbations (indicated by opt) are 

presented. Over the hemispheric regions (NH and SH) and South America, PECA is 

computed for Z500 and over the tropics it is calculated for the three-dimensional variable 

p(U,V,T) defined earlier. 

PAC, BSS, RES and PECA are positively-oriented indices, so the higher index 

values indicate better results. On the other hand, rmse and REL are negatively oriented 

with lower index values indicating better performances. 

Each CPTEC-EPS run produces an ensemble of 15 forecasts (14 perturbed and 1 control) 

integrated for up to 10 days. To compute statistical indices, except for PECA, the fields 

from both forecasts and analyses are interpolated to a regular 2.5 x 2.5 –degree grid, as in 

WMO (1992). The results presented in Figures and Tables represent the average of 

statistical indices over the period 15 December 2004 to 15 February 2005. 
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3. Results 

 

a. Characteristics of the EOF perturbations 

 

Figure 1 shows the global pattern of EOF perturbations for each experiment in 

terms of the 500-hPa geopotential height field and the corresponding spread for initial 

conditions, averaged over January 2005. For a further reference, a simple measure of the 

atmospheric instability is also provided--the Eady index--computed following Hoskins 

and Valdes (1990): 

dz

du

%

f
e 31.0=σ        (1) 

where % is the static stability; f is the Coriolis parameter; u is the magnitude of the vector 

wind; for computations the 300-hPa and 1000-hPa potential temperature and wind are 

used. 

In OPER and TROP perturbations are applied to an extended tropical belt, and in 

consequence no perturbations are observed in latitudes beyond 30N and 45S. In OPER 

and EXT1 perturbations are on average almost half of those in other experiments (in Figs. 

1a,c perturbations are scaled by 2). Since the same rescaling method and perturbation 

amplitude were used for all experiments, these differences in amplitude resulted from the 

application, or not, of perturbations to P and Q. Beyond differences in amplitude, 

experiments with and without perturbations on P and Q present significant differences 

with respect to the horizontal pattern. OPER and EXT1 produce similar perturbation in 

the tropical region (30S-30N). Intense perturbation centers can be observed over the three 
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ocean basins and over Paraguay in South America. The center over South America seems 

to be associated with the constant low pressure observed in this region during the 

Southern Hemisphere summer. Near the equator, intense nuclei of perturbations over the 

Pacific and Indian Oceans seem to be related to the Inter-tropical Convergence Zone 

(ITCZ) and the action of the Asian monsoon, respectively. These patterns indicate that 

deep convection and release of latent heating during the model evolution have a 

preponderant role in the development of perturbations. Over the Atlantic, however, 

perturbations are elongated over almost the whole tropical ocean basin and seem not to be 

related to a synoptic system, except near the equator where the ITCZ could be having 

some influence. Over NH midlatitudes, EXT1 produces a maximum over the Pacific 

Ocean that resembles the region of maximum Eady index seen in Fig. 1f. Over SH 

midlatitudes, perturbations are smaller than those observed in NH and shifted 

equatorward of the latitudes where the maxima of the Eady Index are observed. 

Experiments TROP, EXT2 and ETSA produce similar preferred regions for 

perturbation development, except for TROP over midlatitudes, where no perturbations 

are applied in this experiment. In contrast with the results of OPER and EXT1, over the 

tropics, perturbations are not spread through almost the whole region, but are more 

concentrated in regions with strong convective activity: northern South America and the 

western Pacific. In the subtropics of the Southern Hemisphere intense perturbations are 

observed, concentrated over regions in which large-scale condensation is important to 

maintenance of the systems and represents a mode of interaction between the tropics and 

extra-tropics, by means of the two well-known systems that occur during Southern 

Hemisphere summer over the South Pacific and South Atlantic, called the South Pacific 
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Convergence Zone (SPCZ) and the South Atlantic Convergence Zone (SACZ), 

respectively. These two phenomena are associated with the intense convective activity in 

the western Pacific and northern South America and seem to dominate the development 

of EOF perturbations over the tropics/subtropics of the Southern Hemisphere. These two 

preferred regions for EOF perturbation developments coincide with regions pointed out 

in earlier studies (Kalnay et al., 1986; Grimm and Silva Dias, 1995) as sources of 

disturbances for many other regions around the globe through propagation of Rossby 

wave trains that will influence the atmospheric regime in remote regions. 

Over NH midlatitudes, EXT2 and ETSA show three preferred regions for 

perturbation development: the western and central North Pacific, eastern North America 

and the western North Atlantic and northern Europe. Examining the Eady index (Fig. 1f) 

we observe that those preferred regions for perturbation development are close to regions 

with relative larger instability, suggesting that EOF perturbations are associated with 

baroclinic instability. Over SH midlatitudes, two centers of relatively intense 

perturbations appear around 120E and 120W. Both of these preferred regions are close to 

areas of relative maxima of the Eady index, suggesting again that EOF perturbations in 

midlatitudes are related to baroclinic instability. 

Buizza et al. (2005) compared the performance of ECMWF, MSC and NCEP 

ensembles over the Northern Hemisphere. Although the period is different from that used 

here (they present the average characteristics of the three ensembles for May 2002), it 

may be useful to do a qualitative comparison between their results and the results of the 

EOF method. In terms of average value of ensemble spread it is observed that the EOF 

method produces approximately the same order of magnitude, around 30 m, over 
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midlatitudes in the experiments TROP, EXT2 and ETSA, that they found for MSC and 

NCEP ensembles. However, the EOF method does not produce relatively strong 

perturbations over the polar region, as observed in MSC-EPS and NCEP-EPS. In 

midlatitudes, EOF perturbations preferentially developed close to regions of maximum 

Eady index. This characteristic is also observed for the ECMWF-EPS. Near the tropics 

the EOF method produces perturbations that are, at least in terms of values, closer to 

those of the MSC ensemble, though for different reasons: more spread observed in MSC-

EPS in this region is associated with the intrinsic characteristics of the method, i.e., 

different versions of the model, perturbations on observations, etc, while in the EOF 

method larger perturbations are associated with the computation of perturbations 

specifically over tropics. 

After a general discussion based on the average characteristics of the EOF 

perturbations, a randomly selected case (12 UTC 20 January 2005) is used to investigate 

better the main effects of using different configurations in the EOF method (in each 

experiment) on the dynamic structure of the EOF-based perturbations. 

The area considered in this evaluation is centered in midlatitudes over the South 

Atlantic Ocean. Figure 2 depict the synoptic systems that were acting at that time. At the 

surface a cyclone is observed (located near 50W and 42S with minimum mslp of around 

990 hPa) and part of a larger anticyclone in the upper right corner of Fig. 2a. In general, 

the associated circulation presents an approximate geostrophic balance. The cyclone is 

projected through the vertical almost without any tilt, as indicated by the geopotential 

height at 500 hPa (Fig 2b) and 250 hPa (Fig 2c), which show a configuration typical of a 

barotropic system. The subtropical jet at the 250-hPa pressure level is also observed 
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acting over the northernmost part of the region considered, producing a relatively intense 

vertical wind shear. As a consequence, this region is identified as presenting a relatively 

high baroclinicity according to the Eady index, which can be identified at around 20W-

15W and 45S in Fig. 2b, with an absolute maximum of about 0.9 day
-1
.  

Since the EOF perturbations are computed separately for each analysis field, an 

important issue is whether these perturbations are balanced with each other. This point is 

addressed in Fig. 3, where the first EOF perturbations of the wind field at 1000 hPa are 

superimposed on perturbations of surface pressure for each experiment. Experiments 

OPER and EXT1 do not have perturbations on P and Q, so no contours of P perturbations 

appear in Figs. 3a,c. Weak wind perturbations are observed for OPER and EXT1 along 

with a poorly-organized horizontal perturbation pattern mainly in OPER; in EXT1 a 

small cyclonic region appears near the upper right corner of Fig. 3c. When perturbations 

are additionally computed for P and Q over the region ETR, a zonally elongated 

perturbation region centered around 30W and near the boundary of the perturbation 

domain (45S), is produced for surface pressure (Fig 3b). This main perturbation has 

maximum negative amplitude of around -4 hPa. From geostrophic theory, negative 

perturbations will induce cyclonic circulation around them. Wind perturbations are 

slightly enhanced compared with perturbations in OPER and it can be seen that the 

cyclonic circulation is tied to the perturbations on P, with an almost geostrophic balance. 

When perturbations are computed as extratropical EOFs, we observe that the disturbances 

extend southward over a large area, reaching around 52S (Fig. 3d). Perturbation 

amplitudes are increased by around -6 hPa on P and 5 m s
-1
 on wind. Two less intense 

nuclei of positive perturbations on P are observed near longitude 45W. Again, we can 
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notice that wind perturbations are approximately geostrophic and present cyclonic 

circulation over negative perturbations and anticyclonic rotation over positive 

perturbations. For the analyzed region for this case, the target EOF perturbations over 

South America contribute to diminish slightly the perturbation amplitudes (Fig. 3e), 

however the horizontal pattern remains almost the same as that observed in EXT2. The 

results indicate that although no constraint is imposed on the perturbations and they have 

been computed separately for each field, an approximate balance among them is 

obtained, mainly when perturbations are included to surface pressure and specific 

humidity. This result is derived from the fact that although the model integration is 

started from a randomly perturbed initial condition, the error field gets organized after 

some hours. By commencing the EOF analysis from hour 6, contamination due to 

random effects is avoided. 

Another relevant point to be investigated is the vertical structure of EOF 

perturbations, which can reveal some hints about the nature of perturbations and 

mechanisms for perturbation growth. For this purpose, a vertical cross-section of the first 

EOF perturbation of meridional wind component (V) is presented for the selected case at 

44S at the initial time (Fig. 4) and 45S at t+48-h forecast (Fig. 5). 

We find first that the perturbations of experiment OPER present the least 

organized vertical structure at the initial time (Fig. 4a). The corresponding configuration 

of the EOF method does not seem to be able to capture the main mechanisms of 

perturbation growth in midlatitudes. The extratropical perturbations of EXT1 (Fig. 4c) 

present discontinuous nuclei that show westward tilt with vertical, suggesting that at least 

in parts they are associated with baroclinic instability. When perturbations on P and Q are 
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included (experiments TROP, EXT2 and ETSA) a structure more typical of baroclinic 

systems is verified in the perturbations. Except for the intensity (in EXT2 they are more 

intense), perturbations in these three last experiments maintain many similarities 

(Figs.4b,d,e). Consistent with the surface perturbations in Figs. 3b,d,e, we can observe a 

branch of negative perturbations localized approximately between 25W and 10W near the 

surface that extends up to around 200 hPa. A branch of positive perturbations is also 

observed in the west side of those negative perturbations. The westward tilt of 

perturbations in the vertical indicates a baroclinic structure, suggesting that this 

mechanism is associated with the EOF perturbation growth in midlatitudes. 

Nonlinear evolution of the EOF perturbations is presented in Fig. 5 for lead time 

48 h. Less growth were found in experiment OPER. This is consistent with results 

presented earlier in Fig. 4, since this experiment had less-organized initial perturbations. 

A positive maximum in the perturbations is observed close to 20-10W in OPER, 

extending from surface up to around 200 hPa. In EXT1, perturbations are more intense 

than in OPER and a branch of negative perturbations can be observed close to 10W. 

Applying perturbations to P and Q, it is noticed that perturbations acquire more organized 

vertical structure. In experiments TROP, EXT2 and ETSA, positive perturbations are 

observed between 25W and 15W and a branch of negative perturbations is observed 

around 10-0W (Figs. 5b,d,e). As expected, the domain in which initial perturbations are 

applied plays a significant role in the growth rate of the forecast perturbations. When the 

extratropics are disturbed (experiments EXT2 and ETSA) perturbations grow faster than 

in the case in which perturbations are applied only over the extended tropics (TROP). For 

this particular case, perturbations of EXT2 grow faster than in any other experiment. 
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In all experiments, the westward tilt of initial perturbations was reduced after the 

48-h nonlinear evolution and forecast perturbations acquire a barotropic structure. This 

behavior is similar to that pointed out by Randel and Stanford (1985) for the life cycle of 

medium-scale waves in midlatitudes in the Southern Hemisphere summer: baroclinic 

growth in the initial stages and barotropic decay, with loss of energy to the zonal mean 

flow. These results are also similar to those found by Hoskins et al. (2000) and Coutinho 

et al. (2004) for the growth of ECMWF extratropical singular vectors. 

 

b. Performance of the ensemble experiments based on statistical scores 

 

The performance of the control forecast was compared to the performance of 

experiment OPER to assess the advantages that operational CPTEC-EPS forecasts have 

relative to control forecasts in a deterministic sense. Aiming to investigate the impact of 

modifications in the initial perturbation procedure of each experiment upon the 

performance of CPTEC-EPS, we analyze the results according to two main sets of 

configurations of the procedure for the generation of the perturbed initial conditions. 

Investigated first are the impact of including perturbations to surface pressure and 

specific humidity fields, and the extension of EOF-based perturbations to the 

extratropics. After that, the impact of computing regional perturbations over South 

America is assessed. For brevity, over the tropics only results of U850 will be presented, 

since V850 shows rather similar results and analogous conclusions are obtained for both. 

 

1) CONTROL VS. ENSEMBLE MEAN FORECASTS 
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For a crude idea of benefits that EPS adds to the performance of CPTEC 

forecasts, pattern anomaly correlation and root mean square error of the control forecast 

(CF) were computed and presented as solid-thin-black lines in Figs. 6 and 7. In Fig. 6, the 

error bars for a confidence level of 90 % of experiment OPER are shown for each lead 

time. The error bars of other experiments are similar to those of OPER so they were 

omitted. 

The PAC values indicate that the ensemble mean (EM) is better than CF, except 

only for the two first lead times over NH and SH, and for the first four lead times over 

SA. Over SA, for the 7-day forecasts, PAC values are 0.572 and 0.561 for EM and CF, 

respectively. It is also observed that in the sample used it is not possible discriminate 

between the pattern anomaly correlation of these two forecasts with a 90 % confidence 

level. When rmse is considered, it is evident that the ensemble mean (EM) outperforms 

the control forecast in all regions and at all lead times, with the most significant 

improvements observed for U850 over tropics. For lead time 10 over the TR, indices are 

4.48 and 5.21 for EM and CF, respectively, which represents an improvement of almost 

14 %. 

The results obtained here are consistent with those presented in Buizza et al. 

(2005) for May-Jun-Jul 2002 over the NH for the ECMWF, MSC and NCEP operational 

ensembles and those presented in Toth and Kalnay (1997) for 6 May-14 Jun 1992 over 

the NH, SH and tropics for the NCEP operational ensemble. It is important to emphasize 

that the two works cited are used as just a rough reference because they use different 

periods and different ensemble sizes. 
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2) IMPACT OF COMPUTING ADDITIONAL EOF-BASED PERTURBATIONS FOR THE 

EXTRATROPICS AND FOR SURFACE PRESSURE AND SPECIFIC HUMIDITY FIELDS 

 

In this subsection, the impact on the CPTEC-EPS of computing additional EOF-

based perturbations for the extratropics and for surface pressure and specific humidity 

fields is discussed. These modifications were considered individually or combined in 

experiments OPER, TROP, EXT1 and EXT2. 

Three statistical scores (PAC, rmse, and spread) for these experiments are shown 

for all evaluated regions in Figs. 6 and 7. The results of all experiments are analyzed and 

compared with each other.  

Assessing the quality of ensemble mean and ensemble spread, we notice that 

maintaining the operational perturbation region and including perturbations to P and Q 

fields (experiment TROP) yields ensemble forecasts that perform better than the 

operational version, mainly over NH. For this region at lead time 8, the anomaly 

correlation values are 0.550 for OPER against 0.560 for TROP, and the corresponding 

rmse (spread) values are 104.95 (33.62) for OPER and 103.75 (34.48) for TROP. Over 

other regions, the results show a slight tendency for TROP to be better than OPER but 

this is not true for all lead times; for example, over SA at lead time 7 the spread of TROP 

(12.94) is smaller than OPER (13.04). The results of PAC are not significant when 

compared to the 90 % confidence level error bars. 

Perturbations to P and Q fields improve the probabilistic forecasts of EPS. The 

BSS index is presented in Fig. 8. It is observed that BSS is especially increased for the 

tropics and SA regions, mainly for lead times beyond 2. The components of the BSS are 
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shown in Tables 3 to 6. For the four evaluated experiments, the best indices are 

highlighted in boldface. When indices are similar for more than one experiment, all of 

them are highlighted. In general, RES is greater and REL is smaller for TROP. Over SA 

at lead time 7, REL (RES) are 5.648 (3.481) for OPER and 3.837 (5.351) for TROP, 

which indicates an improvement for probabilistic forecasts. 

PECA values indicate that extra initial perturbations to P and Q in experiment 

TROP do not provide significant diversity to forecast perturbations over the extratropics 

(NH and SH) and SA, since indices are similar for OPER and TROP (Fig. 9a,b,c). Over 

the tropics (Fig. 9c), the impact is slightly positive, mainly for lead times longer than 3 

days when individual perturbations are considered. 

In experiment EXT1 the extension of EOF-based perturbations to the extratropics 

is tested. The application of these extra perturbations has a positive impact on the NH and 

SH regions (Figs. 6a,b and 7a,b). The ensemble mean of EXT1 performs better than 

OPER for all lead times. Over NH, the ensemble spread of EXT1 is almost double that of 

OPER for lead time 1 (7.35 against 3.97). For U850, over the tropics (Figs. 6c and 7c), 

PAC and rmse are not much affected, but spread is diminished for lead times beyond 6. 

Over SA (Figs. 6d and 7d), the ensemble spread is increased, but in terms of PAC and 

rmse the EXT1 ensemble mean performs better mainly for lead times beyond 6. 

In terms of probabilistic forecasts, greater positive effects are observed again over 

NH and SH (Fig. 8a,b and Tables 3 and 4). The impact on TR is approximately neutral 

according to BSS. Probabilistic forecasts are slightly better over SA (Fig. 8d) and it can 

be seen that the main contribution comes from improvements in the forecast reliability 

(Table 6).  
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It is evident that perturbations in the extratropics, represented by the dotted lines 

in Fig. 9, have significant impact on the quality of the forecast perturbations over NH and 

a slight impact over SH and SA. Over the tropics, impact is slightly negative. This 

probably is the reason for the adverse results obtained for the quality of ensemble 

forecasts over TR in EXT1. 

Results of EXT1 show that forecasts over extratropical regions are improved 

when extratropical EOF-based perturbations are computed, which means that more 

spread and variety are incorporated in the forecasts when these extra perturbations are 

included in the initial conditions. Moreover, midlatitudes yield the best results. As 

presented in Fig. 1c, initial EOF perturbations of EXT1 in midlatitudes are concentrated 

close to regions with higher baroclinicity as measured by the Eady index (Fig. 1f). Since 

baroclinic instability is the main mechanism responsible for synoptic system development 

in midlatitudes then this suggests that the EOF-based method is able to capture part of 

that mechanism of perturbation growth. The computation of unstable modes on a more 

restricted belt (20N-20S) seems to have eliminated some important characteristics for 

perturbation growth in the tropics. Eliminating the subtropics from the computation of 

tropical-EOF perturbations may have inhibited the influence of tropic-extratropic 

interactions, which should have affected the development of perturbations. 

As found in the experiments TROP and EXT1, separate EOF-based perturbations 

in the extratropics and on P and Q fields have, in general, positive impact on the 

performance of CPTEC-EPS mainly over the tropics and midlatitudes, respectively. In 

experiment EXT2 the impact on the ensemble performance of using a combination of 

these two modifications in the perturbation method configuration is investigated. 
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The quality of the ensemble mean and the ensemble spread is enhanced over all 

verification regions for most of the lead times (Figs 6 and 7). Over NH at lead time 7, the 

rmse (spread) are 97.79 (26.97) for OPER and 93.46 (40.00) for EXT2. It is clear that the 

most significant impact is on ensemble spread, which increases by a factor of almost 2 in 

this case. 

Improvements in the ensemble spread contribute to produce more balanced 

probability forecasts, which can be noticed through their effect on the reduction of the 

probabilistic forecast reliability (REL) (Tables 3 to 6) for almost all lead times. The 

capacity to discern subsample forecast periods with different relative frequencies of the 

event was also improved. The RES values in EXT2 are larger than in experiments OPER, 

TROP and EXT1; for example, at lead time 7 over SH, values are 3.802 for OPER and 

4.191 for EXT2. The BSS (Fig. 8) also indicates that better probabilistic forecasts are 

produced combining additional EOF-based perturbations in the extratropics and on P and 

Q fields with tropical EOF-based perturbations. 

PECA of EXT2 (long dash-dotted lines in Fig. 9) indicates that combining 

perturbations in the extratropics with perturbations on P and Q fields is able to reproduce 

the individual improvements that were observed over particular regions when both 

modifications are applied separately in experiments TROP and EXT1. Thus the 

combination of those extra initial perturbations seemed to create more diversity in the 

initial perturbation patterns, which contributed to the improvement of the variance of the 

forecast error explained by ensemble perturbations. 

The results presented in this subsection are in agreement with results of 

subsection 3a, i.e., applying perturbations to P and Q and extending those perturbations 
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to the extratropics contributes to the generation of better-suited initial perturbations and 

consequently improved ensemble forecasts. The results also indicate that the under-

dispersion of the system is alleviated, although in spite of this it remains under-

dispersive. A rough qualitative comparison of these results with those of Buizza et al. 

(2005) (they use a different period and a smaller number of members) reveals that, in 

terms of rmse and spread in midlatitudes, the CPTEC-EPS presents less balance between 

the growth of rmse and spread, indicating that it is more under-dispersive. It is 

remembered that they found that the ECMWF, MSC and NCEP-EPSs showed under-

dispersion only for lead times beyond 5, 4 and 4 days, respectively. In terms of quality of 

probabilistic forecasts, BSS of the CPTEC-EPS presented positive values approximately 

up to the same range that was found by Buizza et al. (2005) over midlatitudes for 

ECMWF, MSC and NCEP ensembles, around lead time 6 or 7 days.  

Wei and Toth (2003) compared the quality of perturbation patterns of the 

ECMWF and NCEP EPSs using PECA for April 2001. Wei et al. (2006) also used PECA 

to study the correlation between ensemble perturbations and forecast errors for two 

methods of producing initial perturbations with NCEP global forecasting system: 

breeding of growing modes and a version of an ensemble transform Kalman filter. In this 

case the period used was 15 January-15 February 2003. Over midlatitudes, the PECA 

values obtained with the EOF method are qualitatively comparable to those shown in Wei 

and Toth (2003) and Wei et al. (2006). In general, it is observed that the PECA values 

increase with increasing lead time. This is related to the convergence of both the 

perturbation and the error patterns to a small subspace of growing patterns (Wei and 

Toth, 2003). Over the tropics, the PECA obtained with the EOF method for the three-
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dimensional variable p(U,V,T) presents a behavior similar to those found by Wei and 

Toth (2003), though values are closer to those exhibited by the ECMWF-EPS. 

 

3) IMPACT OF REGIONAL PERTURBATIONS COMPUTED OVER SA 

 

The impact of including regional perturbations over the South America region is 

assessed in this subsection. In experiment ETSA, besides the extension of initial 

perturbations to the extratropics and the inclusion of perturbations on P and Q fields, two 

South America sub-regions are considered in order to compute regional perturbations: 

Northern South America (NSA: 100W-10W; 20S-20N) and Southern South America 

(SSA: 110W-20W; 60S-20S).  

The results of EXT2 are used as a reference for evaluating ETSA, since they were 

produced from a similar configuration of the initial perturbation method, except with 

additional regional perturbations over SA in ETSA. 

In terms of quality of ensemble mean and ensemble spread, including new 

regional perturbations does not have significant impact over NH (Figs. 6a and 7a). Over 

SH (Figs. 6b and 7b) there is a slight positive impact on EM, but not on spread. For 

U850, over the tropics (Figs. 6c and 7c), PAC, rmse and spread values are approximately 

the same as in EXT2 for all lead times. The main purpose of this experiment is to attempt 

to produce better forecasts over SA. Looking at the indices for SA (Figs. 6d and 7d), it is 

observed that at many of the lead times, ETSA is more skillful than EXT2. For lead time 

7, the rmse (spread) are 53.41 (14.09) for EXT2 against 52.98(14.29) for ETSA. 

INPE ePrint: sid.inpe.br/mtc-m18@80/2008/07.22.18.46 v1 2008-07-23



35 

 

Consistent with the results obtained for quality of the ensemble mean, 

probabilistic forecasts are not improved over NH (Fig. 8a and Table 3). In contrast, over 

SH, BSS and RES increased while REL diminished for almost all lead times (Fig. 8b and 

Table 4). Probabilistic forecasts over TR are enhanced in relation to OPER, but in 

relation to EXT2 similar statistical scores were found for U850 (Fig. 8c and Table 5). 

Over SA, probabilistic forecasts are enhanced by the new regional perturbations (Fig. 8d 

and Table 6), at lead time 7, REL (RES) are 3.614 (5.323) for EXT2 and 3.355 (5.568) 

for ETSA. 

PECA for ETSA reveals a smaller impact over the extratropics (NH and SH). 

However, extra perturbations over SA clearly contribute to the improvement of the 

fraction of forecast error explained by perturbation forecasts over the tropics and SA. 

Over TR, at lead time 10 for combined perturbations (thick long-dashed line of Fig. 9c), 

the correlation increases from around 0.46 in EXT2 to around 0.49 in ETSA. 

The impact of the regional perturbations of experiment ETSA is more significant 

over regions TR and SA which suggests that local EOF-based perturbations are able to 

capture initial uncertainties associated with small scales and can be used to improve the 

perturbation growth over the target regions. 

 

4. Discussion and conclusions 

 

The effect of using the EOF method to insert extra initial perturbations in the 

extratropics and to surface pressure and specific humidity fields in the CPTEC/INPE 

Ensemble Prediction System was addressed in this study. Also, the computation of 
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regional perturbations over South America was studied. Under the perfect-model 

hypothesis, five experiments were performed by modifying the regions used to compute 

the initial perturbations and applying perturbations to the P and Q fields. The impact of 

such changes was assessed analyzing the structure of the EOF-based perturbations and 

using statistical scores to measure the quality of the forecasts in each experiment over a 

2-month period, from 15 December 2004 to 15 February 2005. 

Our results showed that extratropical EOF-based perturbations develop 

preferentially near regions with high baroclinicity in midlatitudes and close to areas of 

important synoptic systems that act in the tropics-extratropics of the Southern 

Hemisphere during the austral summer. We also found that additional perturbations on P 

and Q are important in obtaining perturbations that are spatially more organized and with 

more baroclinic structures in midlatitudes. This modification also seems to produce 

perturbations that grow faster than in those cases in which no perturbations are applied to 

P and Q, during the nonlinear model integration. 

Consistent with results above, statistical evaluation indicates that extratropical 

EOF-based perturbations span a subspace in the phase space representing fast-growing 

errors, contributing to the enhancement of the ensemble forecast quality in both a 

deterministic and probabilistic sense and, moreover, including more diversity in the 

CPTEC-EPS initial perturbations. These extra perturbations have a positive effect on EPS 

performance, mainly over the extratropics. Perturbations to P and Q fields allow the 

inclusion of more diversity in the initial perturbations and produce an improvement of the 

ensemble forecast quality mainly over the tropics. The combination of these two extra 

perturbations is able to reproduce the main positive effects that are observed when each 
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one is applied individually, and proved to be a more suitable configuration for the initial 

perturbation method. 

Regional EOF-based perturbations computed separately over northern South 

America and southern South America in addition to hemispheric perturbations 

contributed in a general sense to the improvement of local forecasts over the target 

region. 

Overall, the application of the EOF method to perturb midlatitude variables, 

including surface pressure and specific humidity fields, produced positive impact on the 

quality of CPTEC-EPS and alleviated the under-dispersion of the system. We suggest 

that part of this CPTEC-EPS under-dispersion is associated with rapid error growth in the 

CPTEC-AGCM in the first 24 hours of model integration due to two main reasons: 

starting the integration with an analysis that is not produced by the same model and the 

presence of deficiencies in physical parameterizations. Therefore we intend to 

investigate, in future work, the influence that perturbations in physical processes have on 

the quality of CPTEC/INPE ensemble forecasts, as has been done operationally at MSC 

and ECMWF. The use of control analyses created by CPTEC-AGCM itself to generate 

EOF-perturbed initial conditions will be also investigated. Currently, a data assimilation 

cycle based on the Physical-space Statistical Analysis System (Cohn et al. 1998) 

associated with the CPTEC-AGCM is running in a parallel operational suite. The 

implementation of a local ensemble Kalman filter (Ott et al., 2004) version for data 

assimilation and ensemble forecasting is in progress at CPTEC/INPE and should also be 

evaluated. 
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The results of this study encourage an operational implementation of additional 

EOF-based perturbations in the extratropics and on P and Q fields, as well as, regional 

perturbations over South America at CPTEC-EPS in order to improve the quality of 

CPTEC/INPE ensemble forecasts. 
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List of Figures 

Fig. 1. January 2005 initial-time average for 500-hPa geopotential height. Ensemble 

mean (lines) and standard deviation (shading) for experiments: (a) OPER, (b) TROP, (c) 

EXT1, (d) EXT2 and (e) ETSA; Absolute value of Eady index in (f). Contour interval is 

5 m for ensemble standard deviations, and 0.2 day
-1
 for Eady index in (f). In (a) and (c), 

values of ensemble standard deviations are multiplied by 2. 

 

Fig. 2. Overview of the randomly selected initial state for 1200 UTC 20 January 2005 

over South Atlantic Ocean: (a) Mean sea level pressure (hPa) and 1000-hPa wind vector 

(ms
-1
); (b) 500-hPa geopotential height (m, contours) and Eady index (day

-1
, shading); (c) 

250-hPa geopotential height (m) and wind vector (m s
-1
). Contour interval is 0.3 day

-1
 for 

Eady index in (b). The reference for wind magnitude is indicated below the panels (a) and 

(c). 

 

Fig. 3. 1200 UTC 20 January 2005 initial EOF perturbations of surface pressure and wind 

vector obtained from the difference time series between the control forecast and the 

random forecast started from the first randomly perturbed initial condition (n=1, see 

section 2c), for experiments: (a) OPER, (b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. 

Contour interval is 1 hPa for surface pressure. The reference for wind magnitude is 

indicated below the panels. 

 

Fig. 4. 1200 UTC 20 January 2005 longitude-pressure cross-sections of EOF 

perturbations at 44S for meridional wind at initial time, obtained from the difference time 
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series between the control forecast and the random forecast started from the first 

randomly perturbed initial condition (n=1, see section 2c), for experiments: (a) OPER, 

(b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. Contour interval is 1 m s
-1
. 

 

Fig. 5. Longitude-pressure cross-sections of 48-h nonlinear evolution for the meridional 

wind perturbations presented in Fig. 4, but at 45S, obtained as the difference between the 

48-h forecasts started from the control initial condition (CIC) and the perturbed initial 

condition in which the EOF-based perturbations presented in Figs. 3-4 were added to the 

CIC. The time of control initial condition is 1200 UTC 20 January 2005. For 

experiments: (a) OPER, (b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. 

 

Fig. 6. 15 December 2004 – 15 February 2005 average pattern anomaly correlation 

(PAC) for the deterministic (DET, solid black lines) and the ensemble mean forecasts for 

experiments OPER (solid grey lines), TROP (short dashed lines), EXT1 (dotted lines), 

EXT2 (long dash dotted lines) and ETSA (long dashed lines). Values refer to the 500-hPa 

geopotential height over regions: (a) Northern Hemisphere, (b) Southern Hemisphere and 

(d) South America; and for 850-hPa zonal wind component over Tropics in (c). Vertical 

bars indicate the statistical errors for a confidence level of 90 %, for experiment OPER. 

 

Fig. 7. 15 December 2004 – 15 February 2005 average root mean square error (rmse) of 

the ensemble mean forecasts (thick lines) and ensemble standard deviation (thin lines) for 

experiments OPER (solid lines), TROP (short dashed lines), EXT1 (dotted lines), EXT2 

(long dash-dotted lines) and ETSA (long dashed lines). The solid-thin-black lines 

represent the average rmse of the deterministic forecasts (DET). Values refer to the 500-
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hPa geopotential height over the regions: (a) Northern Hemisphere, (b) Southern 

Hemisphere and (d) South America; and for 850-hPa zonal wind component over Tropics 

in (c). 

 

Fig. 8. 15 December 2004 – 15 February 2005 average Brier skill score for experiments 

OPER, TROP, EXT1, EXT2 and ETSA. Values have been computed considering the 

probability intervals according to the number of ensemble members and refer to the 500-

hPa geopotential height over the regions: (a) Northern Hemisphere, (b) Southern 

Hemisphere and (d) South America; and for 850-hPa zonal wind component over Tropics 

in (c). 

 

Fig. 9. 15 December 2004 – 15 February 2005 average correlation between control 

forecast error and ensemble perturbations for experiments OPER, TROP, EXT1, EXT2, 

and ETSA. Thin lines represent values averaged over 14 individual ensemble 

perturbations (sin) while thick lines represent values for an optimal combination of the 

individual perturbations (opt). Values refer to the 500-hPa geopotential height over the 

regions: (a) Northern Hemisphere, (b) Southern Hemisphere and (d) South America; and 

for multivariate three-dimensional field (U,V,T) at 850, 500 and 250-hPa, over Tropics in 

(c). 
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TABLE 1. Standard deviation values used to rescale the specific humidity perturbations, 

for each sigma level (σ) of CPTEC-AGCM. The values are multiplied by a factor of 10
3
. 

σ std σ std σ std σ std 

1 0.77 8 0.98 15 0.90 22 0.00 

2 0.78 9 1.14 16 0.75 23 0.00 

3 0.78 10 1.27 17 0.49 24 0.00 

4 0.78 11 1.37 18 0.26 25 0.00 

5 0.80 12 1.35 19 0.12 26 0.00 

6 0.82 13 1.18 20 0.05 27 0.00 

7 0.88 14 1.05 21 0.02 28 0.00 
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TABLE 2. List of experiments and the respective perturbed regions and perturbed fields 

used in each experiment. 

Experiment 

Regions used to 

compute 

perturbations 

Perturbed fields 

OPER ETR T,U,V 

EXT1 NH,SH,TR T,U,V 

TROP ETR P,T,Q,U,V 

EXT2 NH,SH,TR P,T,Q,U,V 

ETSA NH,SH,TR,NSA,SSA P,T,Q,U,V 
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58 

 

(d)(c)

(b)(a)

(f)(e)

 

Fig. 1. January 2005 initial-time average for 500-hPa geopotential height. Ensemble 

mean (lines) and standard deviation (shading) for experiments: (a) OPER, (b) TROP, (c) 

EXT1, (d) EXT2 and (e) ETSA; Absolute value of Eady index in (f). Contour interval is 

5 m for ensemble standard deviations, and 0.2 day
-1
 for Eady index in (f). In (a) and (c), 

values of ensemble standard deviations are multiplied by 2. 
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59 

 

(c)

(b)

(a)

 

Fig. 2. Overview of the randomly selected initial state for 1200 UTC 20 January 2005 

over South Atlantic Ocean: (a) Mean sea level pressure (hPa) and 1000-hPa wind vector 

(m s
-1
); (b) 500-hPa geopotential height (m, contours) and Eady index (day

-1
, shading); 

(c) 250-hPa geopotential height (m) and wind vector (m s
-1
). Contour interval is 0.3 day

-1
 

for Eady index in (b). The reference for wind magnitude is indicated below the panels (a) 

and (c). 
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(d)(c)

(b)(a)

(e)

 

Fig. 3. 1200 UTC 20 January 2005 initial EOF perturbations of surface pressure and wind 

vector obtained from the difference time series between the control forecast and the 

random forecast started from the first randomly perturbed initial condition (n=1, see 

section 2c), for experiments: (a) OPER, (b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. 

Contour interval is 1 hPa for surface pressure. The reference for wind magnitude is 

indicated below the panels. 
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(d)

(b)(a)

(e)

(c)

 

Fig. 4. 1200 UTC 20 January 2005 longitude-pressure cross-sections of EOF 

perturbations at 44S for meridional wind at initial time, obtained from the difference time 

series between the control forecast and the random forecast started from the first 

randomly perturbed initial condition (n=1, see section 2c), for experiments: (a) OPER, 

(b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. Contour interval is 1 m s
-1
. 
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(d)(c)

(b)(a)

(e)

 

Fig. 5. Longitude-pressure cross-sections of 48-h nonlinear evolution of the meridional 

wind perturbations presented in Fig. 4, but at 45S, obtained as the difference between the 

48-h forecasts started from the control initial condition (CIC) and the perturbed initial 

condition in which the EOF-based perturbations presented in Figs. 3-4 were added to the 

CIC. The time of control initial condition is 1200 UTC 20 January 2005. For 

experiments: (a) OPER, (b) TROP, (c) EXT1, (d) EXT2 and (e) ETSA. 
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Fig. 6. 15 December 2004 – 15 February 2005 average pattern anomaly correlation 

(PAC) for the deterministic (DET, solid black lines) and the ensemble mean forecasts for 

experiments OPER (solid grey lines), TROP (short dashed lines), EXT1 (dotted lines), 

EXT2 (long dash dotted lines) and ETSA (long dashed lines). Values refer to the 500-hPa 

geopotential height over regions: (a) Northern Hemisphere, (b) Southern Hemisphere and 

(d) South America; and for 850-hPa zonal wind component over Tropics in (c). Vertical 

bars indicate the statistical errors for a confidence level of 90 %, for experiment OPER. 
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Fig. 7. 15 December 2004 – 15 February 2005 average root mean square error (rmse) of 

the ensemble mean forecasts (thick lines) and ensemble standard deviation (thin lines) for 

experiments OPER (solid lines), TROP (short dashed lines), EXT1 (dotted lines), EXT2 

(long dash-dotted lines) and ETSA (long dashed lines). The solid-thin-black lines 

represent the average rmse of the deterministic forecasts (DET). Values refer to the 500-

hPa geopotential height over the regions: (a) Northern Hemisphere, (b) Southern 

Hemisphere and (d) South America; and for 850-hPa zonal wind component over Tropics 

in (c). 
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Fig. 8. 15 December 2004 – 15 February 2005 average Brier skill score for experiments 

OPER, TROP, EXT1, EXT2 and ETSA. Values have been computed considering the 

probability intervals according to the number of ensemble members and refer to the 500-

hPa geopotential height over the regions: (a) Northern Hemisphere, (b) Southern 

Hemisphere and (d) South America; and for 850-hPa zonal wind component over Tropics 

in (c). 
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Fig. 9. 15 December 2004 – 15 February 2005 average correlation between control 

forecast error and ensemble perturbations for experiments OPER, TROP, EXT1, EXT2, 

and ETSA. Thin lines represent values averaged over 14 individual ensemble 

perturbations (sin) while thick lines represent values for an optimal combination of the 

individual perturbations (opt). Values refer to the 500-hPa geopotential height over the 

regions: (a) Northern Hemisphere, (b) Southern Hemisphere and (d) South America; and 

for multivariate three-dimensional field (U,V,T) at 850, 500 and 250-hPa, over Tropics in 

(c). 
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