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Preface

Dear reader,

You have in your hands the Proceedings of GEOINFO 2007, the IX Brazilian Symposium on
Geolnformatics.

We would like to thank all Program Committee members and additional reviewers, and to assure you
that they made all the efforts to select the best works submitted to the event. However, many other
good papers had to be left out, because, obviously, there is a limitation in the conference program
size. Together, all those works express the high quality of the research efforts being made in the area,
in Brazil.

A total of 82 articles were submitted: 43 full papers and 39 short papers. A total of 28 papers were
accepted, 17 full and 11 short papers, thus defining an acceptance rate of 34.1. Among the authors of
the accepted papers 17 distinct Brazilian academic institutions and research centers were
represented.

We would also like to thank INPE (Brazil's National Institute for Space Research) and SBC (Brazilian
Computer Society) for their support to all events of the Geolnfo series. We also thank our sponsors,
promoters and supporters, identified in this proceedings volume.

We specially thank Terezinha, Hilcéa, Thanisse, Daniela and Janete, from the organizing committee,
for their companionship in this journey.

Enjoy the symposium, and the reading of the papers!
Anténio Carlos da Rocha Costa
Geolnfo 2007 Program Chairs

Cirano lochpe
Geolnfo 2007 Program Chairs

Lubia Vinhas
General Chair



AGEOINFO 2007

S X Simb?c’)sio, Brasileiro de Geoinformdtica
= Brazilian Symposium on Geolnformatics
Campos do Jordao - 5P - 25 a 28 de novembro de 2007

Organizacao / Organized by

| : Informatica
e TormAtica - Sein/ ucpel UFRGS

Patrocinio / Sponsored by

nw

Promocgao / Promoted by

{

Sociedade Brasileira
de Computagio

Apoio / Supported by




AGEOINFO 2007

IX Simpdsio Brasileiro de Geoinformdatica
IX Brazilian Symposium on Geolnformatics
Caompos do Jorddo - 5P - 25 a 28 de novembro de 2007

Comissao Organizadora / Organizing Committee

» Lubia Vinhas, INPE - Coordenadora Geral

» Antdnio Carlos da Rocha Costa, UCPel - Coordenador de Programa
» Cirano lochpe, UFRGS - Coordenador de Programa

» Gilberto Camara, INPE

» Daniela Seki, INPE

» Hilcéa Santos Ferreira, INPE

» Janete da Cunha, INPE

» Terezinha Gomes dos Santos, INPE
» Thanisse Silva Braga, INPE

Comissao de Programa / Program Committee

» Antonio Carlos da Rocha Costa, UCPel,
Brasil (Chair)

» Cirano lochpe, UFRGS, Brasil (Co-chair)

» Ana Carolina Salgado, UFPE, Brasil

» Andrea Rodriguez, Universidad de
Concepcién, Chile

» Andrew Frank, Technical University of
Vienna, Austria

» Antbnio Machado, GISPLAN, Brasil

» Antonio Miguel Vieira Monteiro, INPE, Brasil

» Armanda Rodrigues, UNL, Portugal

» Camilo Daleles Rennd, INPE, Brasil

» Christelle Vangenot, Swiss Federal Institute
of Technology at Lausanne, Switzerland

» Christopher Jones, Cardiff University, United
Kingdom

» Claudio Baptista, UFCG, Brasil

» Claudio Esperanca, COPPE/UFRJ, Brasil

» Clodoveu Davis, PUC-MG, Brasil

» Eduardo Celso G. Camargo, INPE, Brasil

» Eymar Sampaio Lopes, INPE, Brasil

» Frederico Fonseca, Penn State, USA

» Gilberto Camara, INPE, Brasil

» Isabel Sobral Escada, INPE, Brazil

» Jodo Argemiro Paiva, Oracle Corporation,
USA

» Jorge Campos, UNIFACS, Brasil

» José Luiz de Souza Pio, UFAM, Brasil

» José Alberto Quintanilha, USP, Brasil

» Jugurta Lisboa Filho, UFV, Brasil

» Julio Cesar d'Alge, INPE, Brasil

» Karla Albuquerque de Vasconcelos Borges,
Prodabel, Brasil

 Kathleen Hornsby, University of Maine, USA

» Laercio Namikawa, INPE, Brasil

» Leila Fonseca, INPE, Brasil

» Labia Vinhas, INPE, Brasil

» Marcelino Pereira dos Santos Silva, UERN,
Brazil

» Marcelo Tilio Monteiro de Carvalho, PUC-
RJ, Brasil

» Marco Anténio Casanova, PUC-RJ, Brasil

» Marcus Vinicius Alvim Andrade, UFV, Brasil

» Maria Cecilia Calani Baranauskas, Unicamp,
Brasil

» Marilton Sanchotene de Aguiar, UCPel,
Brasil

» Mario J. Silva, Universidade de Lisboa,
Portugal

» Max Egenhofer, University of Maine, USA

» Miguel Torres, Centro de Investigacion en
Computacion, Mexico

» Paulo Justiniano Ribeiro Jr., UFPR, Brasil

» Paulo Roberto Gomes Luzzardi, UCPel,

Brasil

» Raul Queiroz Ferreira, PUC-Rio, Brasil

» Renato Martins Assunc¢ao, UFMG, Brasil

» Ricardo da Silva Torres, Unicamp, Brasil

» Ricardo Rodrigues Ciferri, UFSCar, Brasil

» Rolf de By, ITC, Netherlands

» Shashi Shekhar, University of Minnesota,
USA

» Sergei Levashkine, Centro de Investigacion
em Computacion, Mexico

» Silvana Amaral, INPE, Brasil

» Stephan Winter, University of Melbourne,
Australia

» Tiago Garcia de Senna Carneiro, UFOP,
Brasil

» Valéria Gongalves Soares, UFPB, Brasil

» Valéria Times, UFPE, Brasil

» Vania Bogorny, Uhasselt, BE

» Virginia Ragoni de Moraes Correia , INPE, Brasil

* Yola Georgiadou, ITC, Netherlands




) GEOINFO 2007

WX SimyésiqBrasileiro de Geoinformdtica
IX Brazilian Symposium on Geolnformatics
Campos do Jorddo - 3P - 25 a 28 de novembro de 2007

Avaliadores Adicionais / Additional Reviewers

Claudio Ruschel
Guillermo Hess
Gilberto Ribeiro de Queiroz
Guaraci Erthal

llka Afonso Reis
Javier Morales
Marcelo Mettelo
Melissa Lemos
Miguel Fornari

Otto Huisman

Paulo Ribeiro
Robson Fidalgo
Sergio Rosim
Luciano Digiampietri
Leone Fonseca
Luciana Rocha
Wenwu Tang




GEOINFO 2007

IX Simpc')sio Brasileiro de Geoinformdtica
IX Brazilian Symposium on Geolnformatics
Campos do Jordao - 3P - 25 a 28 de novembio de 2007

PROGRAM

Domingo, 25 de novembro - Sunday, November 25

15:00 — 18:00 | Entrega de Credenciais Secretaria Geral
Registration General Secretariat

16:00 — 19:00 | Curso de TerraME Dr. Tiago G. S. Carneiro
TerraME Course Dr. Laercio M. Namikawa

TerraME is a development environment for spatial dynamical modelling that supports the
concepts of nested cellular automata (nested-CA). TerraME uses a spatial database for data
storage and retrieval. A spatial dynamic model is a model whose locations are independent
variables. The outcomes of these models are maps that depict the spatial distribution of a
pattern or of a continuous variable. TerraME enables simulation in two-dimensional cellular
spaces. Among the typical applications of TerraME are land change and hydrological
models.

This tutorial provides an introduction to the basic features of TerraME. For a full description,
see [1]. The tutorial has four parts. In section 2, we present the TerraME architecture. In
section 3, we present the basic commands of the TerraME programming language. In
section 4, we show an example of using TerraME for hydrological modelling. In section 5,
we show an example of land change modelling. Before using this tutorial, the reader should
first install TerraME. Readers interested in an introduction to the principles of modelling
should refer to [2] or [3].

1. Carneiro, T., Nested-CA: a foundation for multiscale modeling of land use and land
change., in PhD Thesis in Computer Science. 2006, National Institute for Space Research:
Sao José dos Campos, Brazil. p. 109.

2. Odum, H.T., Systems Ecology: An Introduction. 1983, March: John Wiley and Sons.

3. Zeigler, B.P., T.G. Kim, and H. Praehofer, Theory of modeling and simulation. 2005,
Orlando, FL, USA: Academic Press, Inc.

Segunda-feira, 26 de novembro - Monday, November 26

08:00 — 08:30 | Entrega de Credenciais Secretaria Geral
Registration General Secretariat

08:30 - 09:00 | GEOINFO’'2007 Opening and Auditorium
Welcome Session

S1 - Digital Image Processing
Chair: Dr. Labia Vinhas

09:00 - 09:30 | Improvements to Expectation-Maximization | Thales Korting, Luciano
Approach for Unsupervised Classification Dutra, Leila Fonseca,

of Remote Sensing Guaraci Erthal, Felipe Silva




S2 - User Interactions / Applications
Chair: Dra. Claudia Bauzer Medeiros

9:30 - 10:00 , . . . Marcelo Metello, Mario
Continuous Interaction with TDK: Improving .
the User Experience in Terralib Vera, Melissa Lemos, Leone

Masiero, Marcelo Carvalho

10:00 — 10:30 | The Development of a Large Scale Eliane Dias, Geovane
Geospatial Telecommunications Magalhdes, Grace Silva
Application Independent from GIS
Proprietary Mechanisms

10:30 — 10:45 | Coffee Break

10:45-12:00 | |, ited Talk 1 - Dr. Andrea Rodriguez
Universidad de Concepcion, Chile
Learning to live with spatial inconsistencies
Spatial consistency defines admissible values of spatial data in database
and information systems. Although this is a desirable and usually enforced
property of geographic information systems, inconsistency in geographic
information systems is not necessarily an exception, but a common
situation we have to live with. Multiple examples are found around spatial
global systems that access multiple and heterogeneous spatial local
databases. This talk raises issues about inconsistency handling, which
aims at manipulating data despite the fact that databases or information
systems may contain inconsistency information. Instead of focusing on
modeling and reasoning about consistency, it discusses what we can do
when inconsistency exists. The talk takes a database perspective to define
consistency in geographic information and concentrates on spatial
constraints (topo-semantic and geometric constraints) that describe the
valid states of spatial databases. The talk discusses traditional database
approaches and their limitations in the context of geographic information. It
also proposes to combine structural, functional, and semantics
characteristics of spatial information for handling inconsistency.

12:00 — 14:00 | Lunch

S3 - Ontology / Spatial Databases
Chair: Dr. Marco A. Casanova

14:00 — 14:30 | Towards a Geographic Ontology Reference | Guillermo Hess, Cirano
Model for Matching Purposes lochpe, Silvana Castano

14:30 — 15:00 | Approximate String Matching for Clodoveu Davis, Emerson
Geographic Names and Personal Names Salles

15:00 — 15:30 | Trajectory Data Warehouses: Proposal of Fernando Jose Braz
Design and Application to Exploit Data

15:30 - 16:00 | Ecologically-aware Queries for Biodiversity | Celso Gomes, Claudia
Research Medeiros

16:00 — 16:30 | Coffee Break

S4 — Image Analysis / Applications
Chair: Dr. Clodoveu Davis, Jr.




16:30 — 16:45

Construcao de Mosaicos
Georreferenciados Usando Imagens
Aéreas de Pequeno Formato para SIG

Natal Henrique Cordeiro,
Bruno Motta de Carvalho,
Luiz Marcos Garcia

Gongalves
16:45-17:00 Analise da Complexidade de Texturas em | André Backes, Adriana
Imagens Urbanas Utilizando Dimensao Bruno, Mauro Barros,
Fractal Odemir Bruno
17:00-17:15 Utilizacdo de Imagens de Sensoriamento Frederico Reis, Luciano
Remoto de Alta Resolugéo para Realizar a | Oljveira, Luis Marcelo
Contagem de Copas em Povoamento de Carvalho
Eucalyptus spp.
17:15-17:30 Samuel R. de Sales Campos,
Integragéo do SGBD Oracle Spatial e do Adriana Zanella Martinhago,
Google Earth para disponibilizar Thomaz Oliveira, Luca Egas
informacdes relacionadas ao Inventario Pietro, Ronaldo da Silva,
Florestal de Minas Gerais Aleksander Franca, Ivayr
Farah Netto
19:30 — 20:30 | Welcome cocktail and book launch: "GEOINFORMAGAO EM

URBANISMO: cidade real X cidade virtual" (Geoinformation in the Urban

Planning: real city X virtual city)

Terca-feira, 27 de novembro - Tuesday, November 27

S5 - Distributed GIS / GIS and Internet

Chair: Dr. Cirano lochpe

08:30 — 09:00 Nazario Cipriani, Matthias
Federated Spatial Cursors Grossmann, Daniela Nicklas,
Bernhard Mitschang
09:00 —09:30 A Service-Oriented Architecture for Z)awf CO;,m.’ Mcgo i,e.lxam’
Progressive Transmission of Maps nsetno Faivd, LLauaio
Baptista
09:30 — 10:00 | An Instance-based Approach for Matching | Daniela Brauner, Chantal
Export Schemas of Geographical Intrator, Joao Carlos
Database Web Services Freitas, Marco Casanova
10:00 — 10:15 | Desenvolvimento de SIG para Web Carlos Mello, Geraldo
utilizando MDA Zimbrdo, Jano Souza
10:15-10:30 . . , Carla Macario, Claudia
O projeto WebMAPS: desafios e resultados Medeiros, Rodrigo Senra
10:30 — 10:45 | Coffee Break
10:45-12:00 | Invited Talk 2 - Dra. Dina Q Goldin

Brown University, EUA

Dr. Goldin works with database models and query languages, computing

paradigms, and algorithms.

12:00 — 14:00

Lunch




S6- Modelling and Representation

Chair: Dr. Laércio M. Namikawa

14:00 — 14:30 | Model selection for a class of spatio- Juan Vivar, Marco Ferreira
temporal models for areal data
14:30 — 15:00 . Bi , Gi
Rule-based Evolution of Typed Spatio- O{ga ztten’c O.Wt ‘Gzlberto'
: Camara, Lubia Vinhas, Joice
temporal Objects
Mota
15:00 - 15:15 Vitor Dantas, Marcelo
Coverage representation in TerraLib Metello, Melissa Lemos,
Marco Casanova
15:15 - 15:30 | Representacdo das Caracteristicas do Daniel Cotrim, Jorge
Movimento de Objetos Méveis em Mapas Campos
Estaticos
15:30 - 15:45 Modelagem espacial de florestas Gleyce Campos Dutra, Luis
estacionais do Dominio do Cerrado no Marcelo Tavares de
Estado de Minas Gerais utilizando Carvalho, Ary Teixeira de
envelope climatico Oliveira Filho
15:45 - 16:30 | Coffee Break
S7 - Agents / Spatial Analysis
Chair: Dr. Antonio Miguel Vieira Monteiro
16:30 — 17:00 | An Architecture Based on Multi-Agent Pablo Grigoletti, Antonio
Systems and Geographic Databases for Costa
the Development of Georeferenced
Ecological and Social Simulations
17:00 - 17:15 Izabel Reis, Nildi
Andlise espacial da distribuicao de Aedes “d e, . s ,l .Zmar
. RN . Honorio, Claudia Codeco,
aegypti (Diptera: Culicidade) em diferentes Christ B Il
areas da cidade do Rio de Janeiro A”S ovam arcNe s,
Monica Magalhdes
17:15-17:30 | Extensdo do WEKA para Métodos de Carlos Mello, Geraldo
Agrupamento com Restrigdo de Zimbrdo, Jano Souza
Contigliidade
Special Session — Brazilian Computer Society (SBC)
Chair: Dr. Cirano lochpe (President of SBC)
17:30 - 18:30 | Meeting of the SBC Special Committee for
Geoinformatics.
20:00 — 22:00 | Barbecue
24:00 Soup Festival




Quarta-feira, 28 de novembro - Wednesday, November 28

S8 — Computational Geometry / Algorithms

Chair: Dr. Anténio Carlos Rocha

08:30 — 09:00 | Polygon Clipping and Polygon Leonardo Azevedo, Ralf
Reconstruction Giiting

09:00 — 09:30 Luis Carvalho, Moises
Weighted Overlay, Fuzzy Logic and Neural | Ribeiro, Luciano Oliveira,
Networks for Estimating Vegetation Thomaz Oliveira, Julio
Vulnerability in Minas Gerais, Brazil Louzada, Jose Scolforo,

Antonio Oliveira

09:30 — 10:00 | An efficient algorithm to compute the Mirella Magalhdes, Salles
viewshed on DEM terrains stored in the Magalhdes, Marcus
external memory Andrade, Jugurta Lisboa

10:00 — 10:30 | Comparison of Machine Learning Luciano Oliveira, Thomaz
Algorithms for Mapping the Oliveira, Carvalho Luis,
Phytophysiognomies of the Brazilian Wilian Lacerda, Samuel
Cerrado Sales, Adriana Martinhago

10:30 — 10:45 | Coffee Break

10:45 - 11:30 | Closing Session




Contents

FULL PAPERS
S1 - Digital Image Processing

03 Improvements to Expectation-Maximization Approach for Unsupervised Classification of Remote Sensing
Thales Korting, Luciano Dutra, Leila Fonseca, Guaraci Erthal, Felipe Silva

S2 - User Interactions / Applications

13 Continuous Interaction with TDK: Improving the User Experience in Terralib
Marcelo Metello, Mério Vera, Melissa Lemos, Leone Masiero, Marcelo Carvalho

23 The Development of a Large Scale Geospatial Telecommunications Application Independent from GIS
Proprietary Mechanisms
Eliane Dias, Geovane Magalhaes, Grace Silva

S3 - Ontology / Spatial Databases

35 Towards a Geographic Ontology Reference Model for Matching Purposes
Guillermo Hess, Cirano lochpe, Silvana Castano

49  Approximate String Matching for Geographic Names and Personal Names
Clodoveu Davis, Emerson Salles

61  Trajectory Data Warehouses: Proposal of Design and Application to Exploit Data
Fernando Jose Braz

73 Ecologically-aware Queries for Biodiversity Research
Celso Gomes, Claudia Medeiros

S5 - Distributed GIS / GIS and Internet

85  Federated Spatial Cursors
Nazario Cipriani, Matthias Grossmann, Daniela Nicklas, Bernhard Mitschang
97 A Service-Oriented Architecture for Progressive Transmission of Maps

David Costa, Mario Teixeira, Anselmo Paiva, Claudio Baptista
109 An Instance-based Approach for Matching Export Schemas of Geographical Database Web Services

Daniela Brauner, Chantal Intrator, Jodo Carlos Freitas, Marco Casanova

S6 - Modelling and Representation

121 Model selection for a class of spatio-temporal models for areal data
Juan Vivar, Marco Ferreira

133 Rule-based Evolution of Typed Spatio-temporal Objects
Olga Bittencourt, Gilberto Camara, Lubia Vinhas, Joice Mota

S7 - Agents / Spatial Analysis

147  An Architecture Based on Multi-Agent Systems and Geographic Databases for the Development

of Georeferenced Ecological and Social Simulations
Pablo Grigoletti, Antonio Costa

S8 - Computational Geometry / Algorithms

159 Polygon Clipping and Polygon Reconstruction
Leonardo Azevedo, Ralf Giiting
171 Weighted Overlay, Fuzzy Logic and Neural Networks for Estimating Vegetation Vulnerability
in Minas Gerais, Brazil
Luis Carvalho, Moises Ribeiro, Luciano Oliveira, Thomaz Oliveira, Julio Louzada, Jose Scolforo, Antonio Oliveira
183  An efficient algorithm to compute the viewshed on DEM terrains stored in the external memory
Mirella Magalhdes, Salles Magalhédes, Marcus Andrade, Jugurta Lishoa
195 Comparison of Machine Learning Algorithms for Mapping the Phytophysiognomies of the Brazilian Cerrado
Luciano Oliveira, Thomaz Oliveira, Carvalho Luis, Wilian Lacerda, Samuel Sales, Adriana Martinhago



SHORT PAPERS
S4 - Image Analysis / Applications

209  Construcdo de Mosaicos Georreferenciados Usando Imagens Aéreas de Pequeno Formato para SIG
Natal Henrique Cordeiro, Bruno Motta de Carvalho, Luiz Marcos Garcia Gongalves

215 Anélise da Complexidade de Texturas em Imagens Urbanas Utilizando Dimensé&o Fractal
André Backes, Adriana Bruno, Mauro Barros, Odemir Bruno

221 Utilizacdo de Imagens de Sensoriamento Remoto de Alta Resolucéo para Realizar a Contagem de Copas em
Povoamento de Eucalyptus spp.
Frederico Reis, Luciano Oliveira, Luis Marcelo Carvalho

227 Integragdo do SGBD Oracle Spatial e do Google Earth para disponibilizar informacdes relacionadas ao
Inventario Florestal de Minas Gerais
Samuel R. de Sales Campos, Adriana Zanella Martinhago, Thomaz Oliveira, Luca Egas Pietro,
Ronaldo da Silva, Aleksander Franca, Ivayr Farah Netto

S5 - Distributed GIS / GIS and Internet

233 Desenvolvimento de SIG para Web utilizando MDA
Carlos Mello, Geraldo Zimbrao, Jano Souza

239 O projeto WebMAPS: desafios e resultados
Carla Macario, Claudia Medeiros, Rodrigo Senra

S6- Modelling and Representation

245  Coverage representation in TerralLib
Vitor Dantas, Marcelo Metello, Melissa Lemos, Marco Casanova

251 Representacdo das Caracteristicas do Movimento de Objetos Moveis em Mapas Estéaticos
Daniel Cotrim, Jorge Campos

257 Modelagem espacial de florestas estacionais do Dominio do Cerrado no Estado de Minas Gerais
utilizando envelope climatico
Gleyce Campos Dutra, Luis Marcelo Tavares de Carvalho, Ary Teixeira de Oliveira Filho

S7 - Agents / Spatial Analysis

263  Analise espacial da distribuicdo de Aedes aegypti (Diptera: Culicidade) em diferentes areas da cidade
do Rio de Janeiro
Izabel Reis, Nildimar Honorio, Claudia Codego, Christovam Barcellos, M6nica Magalhaes

277  Extensdo do WEKA para Métodos de Agrupamento com Restri¢do de Contigliidade
Carlos Mello, Geraldo Zimbré&o, Jano Souza



FULL PAPERS







IX Brazilian Symposium on Geolnformatics, Campos do Jorddo, Brazil, November 25-28, 2007, INPE, p. 3-11.

Improvements to Expectation-Maximization approach for
unsupervised classification of remote sensing data

Thales Sehn Korting'
Luciano Vieira Dutra’, Leila Maria Garcia Fonseca'
Guaraci Erthal’, Felipe Castro da Silva’

Tmage Processing Division
National Institute for Space Research — INPE
Sao José€ dos Campos — SP, Brazil

tkorting, dutra, leila, gaia, felipe@dpi.inpe.br

Abstract. In statistical pattern recognition, mixture models allow a formal ap-
proach to unsupervised learning. This work aims to present a modification of
the Expectation-Maximization clustering method applied to remote sensing im-
ages. The stability of its convergence has been increased by supplying the re-
sults of the well-known K-Means algorithm, as seed points. Hence, the accuracy
has been improved by applying cluster validity measures to each configuration,
varying the initial number of clusters. High-resolution urban scenes has been
tested, and we show a comparison to supervised classification results. Perfor-
mance tests were also realized, showing the improvements of our proposal, in
comparison to the original one.

1. Introduction

Generally, a color composition of some remote sensing image behaves as a mixture of
several colors, which changes gradually according = and y pixel positions. If a specialist
performs a manual classification in a certain image, and after views its scatter plot, the
classes will appear together, in such a way that linear classification algorithms will not
have success when classifying it. Figure 1 shows one example of this idea.

In this Figure, we used 6 classes, namely Streets, Pools, Roofs, Shadows, Greens,
and Others. By visualizing the scatter plots, which draws the pixel occurrence and also
pixel class for bands RG, RB and GB, it seams clear that classes named roofs and swim-
ming pools are linearly separable from the rest, as shown in the second scatter plot (Figure
Ic). However, the other 4 classes remain together, and it’s a challenging task to discover
their statistical distributions. Each class can be thought as an independent variable; as
they are a fraction of a total (the entire image), it characterizes a mixture model.

One way to estimate mixture models is to assume that data points have “member-
ship” in one of the distributions present in the data. At first, such membership is unknown.
The objective is to estimate suitable parameters for the model, where the connection to
the data points is represented as their membership in the individual model distributions.

In statistical pattern recognition, such mixture models allow a formal approach
to unsupervised learning (i.e. clustering) [Figueiredo and Jain 2002]. A standard method
to fit finite mixture models to observed data is the Expectation-Maximization (EM) al-
gorithm, first proposed by [Dempster et al. 1977]. EM is an iterative procedure which
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c)

Figure 1. a) Example remote sensing image. b) Manual Classification. c) Scatter
Plots of bands RG, RB and GB considering manual classification.

converges to a (local) maximum of the marginal a posteriori probability function without
manipulating the marginal likelihood p(6|x) [Figueiredo 2004]:

p(0]x) = p(x|0)p(0) (1)

where 6 is a set of unknown parameters from x. Therefore, EM estimates the components
probabilities present in a certain cluster. In our case, the input is composed by the image
pixels, and the parameters are mean and variance.

In other words, EM is a general method of estimating the features of a
given data set, when the data are incomplete or have missing values [Bilmes 1998].
This algorithm has been used in several areas, such as image reconstruction
[Lay and Katsaggelos 1990, Qian and Titterington 1993, Shepp and Vardi 1982], signal
processing, and machine learning [Beal and Ghahramani 2003, Guo and Rodriguez 1992,
Lawrence and Reilly 1990].

The finite mixture models are able to represent arbitrarily complex probability
density functions [Figueiredo 2004]. This fact makes EM approach proper for repre-
senting complex likelihood functions, considering Bayesian inference. Being an iterative
procedure, the EM method can present high computational cost. So, in this article we
present a variation of the EM algorithm, increasing stability and capability, by providing
the first set of parameters from K-Means algorithm and performing clustering validation.

The paper is organized as follows. Section 2 starts explaining the EM approach
and its application to mixture models, followed by how to estimate the parameters using
such method. After, in Section 3 we show our main contribution describing the “im-
proved EM” approach. We discuss the implemented system, divided by modules on the
whole process. Section 4 presents some results when applying the method to urban re-
mote sensing images, and a discussion over the performance achieved using the suggested
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improvements. In Section 5 we conclude with some remarks about the results and future
works.

2. The standard EM algorithm

An image pixel might behave differently if it comes from an edge rather than a smooth
region. Therefore, the global behavior is likely to be a mixture of the two distinctive be-
haviors [Bouman 1995]. The objective of the mixture distributions is to produce a proba-
bilistic model composed of a subclasses set. In our approach, each class is characterized
by a set of parameters describing the mean and variance of the spectral components.

EM algorithm is based on the Bayesian theory. We assume the algorithm will
estimate M clusters (or classes) C;, 7 = 1,... M. For each of the N input vectors xj, k =
1,... N, the algorithm calculates its probability P(C}|x)) to belong to a certain class
[Theodoridis and Koutroumbas 2003]. The highest probability will point to the vector’s
class.

Being an unsupervised classification method, there is no training stage. The im-
age and the number of clusters to be estimated form the input. The attributes-vector is
composed of the pixel-value for each band. So, an image with three bands produces a
3D-space for the whole set, and so on.

2.1. Computing EM

The EM algorithm works iteratively by applying two steps: the E-step (Expectation) and
the M-step (Maximization). Formally, 6(t) = {u;(t),%;(t)},j = 1,... M stands for
successive parameter estimates. The method aims to approximate 6 (t) to real data distri-
bution whent =0,1,...

E-step: This step calculates the conditional expectation of the complete a posteriori
probability function; R
M-step: This step updates the parameter estimation 6(t).

Each cluster probability, given a certain attribute-vector, is estimated as following:
%5 ()]~ “Fem Pi(t)

P(C]’X) = Eﬁ/lzl‘zk(t)rGBenkPk(t) (2)

where

1

n = —§(X — ()8 () (x — pa(t))

With such probabilities, one can now estimate the mean, covariance, and the a
priori probability for each cluster, at time ¢ + 1, according to Equations 3, 4, and 5:
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These steps are performed until reaching the convergence, according the following
equation [Theodoridis and Koutroumbas 2003]:

16(t+1) = 0() [|<e (6)

where || . ||, in this implementation, is the Euclidean distance between the vectors p(t+1)
and y(t), and ¢ is a threshold chosen by the user. After the calculations, Equation 2 is
used to classify the image. The next section explains the classification in detail.

3. The “improved EM” approach

Figure 2 shows a diagram composed of four modules, presenting our method, according
equations presented in the previous section, and with the contributions presented by this

paper.
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Figure 2. System’s diagram.

Input data: this module deals with N images and the input parameters called sampling
rate (sX and sY), on directions x and y. This rate aims to reduce the input data,
building the input vector as a fraction of the image pixels. M stands for the number
of clusters the algorithm has to estimate. Here we propose a preprocessing stage,
removing, from the input data, pixels close to the image border because, because
of sensor features, sometimes they are not trustworthy;

Initialization: using the sampling rate, we build the instance set x, and create the 6 set,
with seed points provided by the K-Means algorithm. On the standard EM imple-
mentation, the first set of parameters are randomized, and this is one of the main
causes of the high computational cost of this algorithm, and the risk of converging
to local minimums;

Probabilities estimation: this module performs the iterative procedure of successive pa-
rameter estimation and cluster validity, described below. Such technique aims to
certify the number of classes provided by the user, and guarantee that all clusters
are distant from each other. While ¢ increases, a test is performed to check if the
algorithm has already converged, or a maximum number of iterations have been
reached;
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Classification: here the final classification is performed. For each of the N pixels
Xy, is associated the class with higher probability, that is, find P(C}|x;) >
P(Cj|xk),j # i and classify x;, as C}.

The “Initialization” and “Probabilities estimation” modules were adjusted to carry
out more stability and capability to the results. We introduced the solution to use K-Means
for producing the first set of unknown parameters 6, i.e. when t = 0. Applying this to the
EM approach, we reduce the number of iterations, thus reducing computational time.

Sometimes, the algorithm is not able to converge, during the “Probabilities estima-
tion” module, to the entire set of classes, because of the mixture models natural behavior.
On our approach, we modified each iteration of this module by validating the current clus-
tering arrangement. During convergence, if a cluster center is approaching another one,
then one of them is randomly modified for the next iteration. This aims to “shake” the
values, so that cluster C'; may converge to another class, far from C; in the attribute space.

Considering clustering validation, we also perform cluster exclusion when some
of them have a low probability. It was implemented because sometimes the user-supplied
parameters can have a mistaken number of parameters, or the attributes distribution
doesn’t allow detecting a certain number of clusters. Through a threshold 7, the clus-
ter exclusion is implemented according the following equation:

if P;(t) < n then exclude cluster C; 7

4. Results

This section presents some results, applying the EM algorithm to classify remote sensing
images.

Firstly we have a color composition of an urban area from Sao José dos Campos
— Brazil. Such image was taken in January 2004, from QuickBird, and the composition
is R3G2B1. Figure 3 shows the original image and its manual classification, with respect
to 5 classes, namely Trees, Buildings, Roofs, Roads, and Others. In order to analyze
the results and compare it with another known methods, we performed the classification
using three algorithms: improved EM, KMeans and Maximum Likelihood (ML). The
classification results are shown in Figure 4.

.l ]

B Trees
Buildings
| B Roofs
® Roads
".. ‘ Others

b)

Figure 3. a) Color composition R3G2B1 of QuickBird scene from Sao José dos
Campos - Brazil. b) Manual classification.

To prove the enhancement on the results, by the use of our improved EM ap-
proach, we show on Table 1 the agreement matrices for each of the tested algorithms.
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Figure 4. Classification results using: a) Improved EM, b) KMeans, and c¢) ML.

By observing the tables we can note that the only algorithm which achieved more than
70% of correct matches was the improved EM method. We should already expect better
results than KMeans, since it provides the first set of parameters, and improved EM adjust
them in a better way. However, the ML algorithm is supervised, and the training stage
was performed with enough samples. Another point that must be taken into consideration
is the low matches of the last class, named Others. Even being a bad result, this class
stands for the less important set of objects in the scene, that even was not classified by the
speciallist.

Since the improved EM algorithm got good results for “urban classes”, like Trees
and Roads, also better than the other algorithms, we must point out that our approach can
be used successfully for such kind of image classification.

Table 1. Agreement Matrices for: a) Improved EM, b) KMeans, and c) ML. Classes
are: 1) Trees, 2) Buildings, 3) Roofs, 4) Roads, and 5) Others.
1 2 3 4 5

110,87 ]005]| 005|025 040

2 10,00 | 0,57 | 0,07 | 0,03 | 0,03

310,00 | 0,02 031 | 0,00 | 0,01

410,10 | 0,28 | 0,05 | 0,70 | 0,39

510,030,088 053| 0,02 0,17
a)

1 2 3 4 5 1 2 3 4 5
11066007015 | 0,19 | 0,30 110,67 |007 |06 | 0,18 | 0,31
2 10,01 1059 | 0,10 | 0,06 | 0,04 2 10,00 | 0,56 | 0,06 | 0,05 | 0,03
310,00 | 0,01 035] 0,01 | 0,00 310,00 | 0,01 | 0,36 | 0,00 | 0,01
41003023 |0,09 | 049 | 0,25 410031027 0,13 | 048 | 0,26
510301 0,09 | 031|026 | 040 51029 | 0,09 029 | 030 | 0,39

b) c)

Figure 5a shows a CBERS-2 color composition of bands 2, 3, and 4. Three classes
are identified on this image, namely Urban, Vegetation, and Water. Figures 5b and Sc
show, respectively, the scatter plot and the classified image for different classification
methods': EM, ML, and Euclidean Distance (ED). We show the scatter plots, so that
the reader is able to perceive the mixture model present in such image, and also to draw
the classification result, since the classes are exposed on each combination of bands RG,
RB and GB. And, in comparison to the other approaches, EM got the smoothest thematic

ISoftware SPRING was used to perform such classifications [Camara et al. 1996]
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Figure 5. a) CBERS-2 color composition R2G3B4. b) Scatter plots. c) Classifica-
tion (from left to right) using EM, ML, and ED methods.

map. It is important to point out that both methods (ML and ED) are supervised; however,

visually the EM result is more satisfactory, as we can observe comparing results on Figure
Sc.

4.1. Discussion

EM algorithm presents some drawbacks. Being a local method, it is sensitive to
initialization because the likelihood function of a mixture model is not unimodal
[Figueiredo and Jain 2002]. This was the main cause for using K-Means as first set of
parameters. For certain mixture types, it may converge to the parameter space boundary,
leading to meaningless estimates.

However, to test the performance increase we have performed several tests, using
the original EM proposal, and the modified approach. The tests considered processing
time until convergence, for both approaches. We used 5 different images and input pa-
rameters, so the final increasing in performance is unbiased. Table 2 shows the results,
considering image size, number of classes for each one, and computational time until
convergence.

Table 2. Comparison between original and improved approaches.

Imagel Image2 Image3 Image4 Image5
Image size 512 x 512 | 512 x 512 | 200 x 200 | 512 x 384 | 264 x 377
# of classes 4 4 5 6 5
Aty original EM 467s 467s 103s 402s 202s
Ats improved EM 140s 148s 29s 105s 70s
Aty /Aty 3.335 3.155 3.551 3.828 2.885

Calculating the average values for time decrease, showed in Table 2 at the line
Aty /Ats, we reach the value 3.35. This means that our improved approach is around
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3x faster than the original, and considering the showed results, its also more robust to
outliers.

Images classified by pixel-based methods (not on region), generally,
present a noisy appearance because of some isolated pixels that are misclassified
[Guo and Moore 1991]. To fix such problem, we can use some post-classification method.
One expects some degree of spatial correlation among neighborhood pixels, so we can re-
move isolated misclassification, resulting in a smoothed map.

Even becoming faster than the original approach, the EM algorithm is still more
expensive than the other methods. It performs calculations of inverse matrix and determi-
nant at each iteration, for the whole set of data. One approach, to reduce the computational
demand, is to assume that all covariance matrices are diagonal or that they are equal to
each other [Theodoridis and Koutroumbas 2003]. In this case, only one inversion matrix
is needed at each iteration step, however, the system loses in generalization.

5. Conclusion

This work has presented an improvement to the EM Clustering Method, by using K-
Means results as input, and some cluster validity techniques. Estimating mixture param-
eters is clearly a missing data problem, where the cluster labels of each observation are
unknown [Figueiredo 2004]. The EM algorithm can be adopted, as we have proposed in
this work, as a standard choice for this task.

One advantage of the EM algorithm is that its convergence is smooth and not
vulnerable to instabilities. However, we have shown that wrong initial parameters might
result in meaningless classification. Therefore the proposed approach, which estimates
the first parameters using K-Means, increases the resultant accuracy.

In [Starck et al. 1998] they present the recovery of Gaussian-like clusters, apply-
ing the a trous wavelet. Future works include tests not only with K-Means approach but
with this one as well. We also intend to perform another preprocessing stage, searching
for outliers and removing them from the whole data set.

We have shown how to implement an EM algorithm and how to apply it to un-
supervised image classification. As well, some classification results obtained with the
proposed method and others were shown to compare their accuracy. We have imple-
mented the algorithm using Terralib library [Camara et al. 2000], which is available
for free download at http://www.terralib.org/. We also developed a soft-
ware for unsupervised image classification, available at http://www.dpi.inpe.
br/~tkorting/.
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Abstract. Historically, visual display has always played a very important role
in GIS applications. However, visual exploration tools do not scale well when
applied to huge spatial data sets. More recently, faster processing hardware
and more sophisticated computer graphics has been used to improve user
experience for geospatial data visualization. Some applications have recently
introduced the concept that the user should be able to navigate through the
data in a smooth and continuous way without being blocked waiting for data
to be loaded, even if this means seeing incomplete data for some time. Google
Earth and NASA World Wind are recent examples of this concept. This paper
describes an architecture incorporated in the TDK (TerraLib Development
Kit) open source API to provide support for applications that want this kind of
user interaction with Terralib geographical data.

1. Introduction

In a Geographic Information System (GIS) data visualization plays a fundamental role in
the system user experience. From a location based application to a more sophisticated
spatial data manipulation graphic tool the user wants to have a pleasant interaction with
the data visualization interface in place.

If we consider the dualism of GIS data models where thematic and spatial data
are together [Oosterom 1988, Longley et al 2001] we can understand the particularity of
the user visual experience in a GIS scenario. The spatial data component requires a
special paradigm for visualization in order to give the user a realistic interaction with the
system.

Another consideration is the requirement for an efficient processing of data for a
pleasant user experience. In terms of data scaling factors GIS definitely falls into one of
major high scale heavy databases. So while visualizing a GIS database information the
data requests are not as easy to be addressed as in the majority of other fields.

For the past several decades the user experience with GIS data visualization has
been restricted to a simple “geographic map like” paradigm. In this legacy model the
user navigates over the data by panning over the data with the visualization window.
This user interface model was inherited from the standards brought by modern

13
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Graphical User Interfaces solutions [Mesa 1998] from the 80s. The inventors of this
GUI paradigm were definitely not aware of the particularities involved in a GIS data
visualization application. As a consequence of this non predictable usage of the standard
two dimensional window oriented paradigm the GIS data visualization suffers of several
potential drawbacks: (i) the data navigation as a blocking prone experience; (ii) the
system is not responsive all the time.

One major evolution experienced by the game development technology has been
the usage of computer graphics techniques to give the user a navigation experience more
realistic. These techniques have been adopted in the GIS community by systems such as
Google Earth [Google 2007] and World Wind [NASA 2007] to improve user
experience. These systems have implemented what we define here as continuous
interaction as opposed to discrete interaction.

By discrete interaction we mean that the user clearly sees that the visualization
area “jumps” from one point to another which is perceptively away. On the other side
we call continuous interaction [Faconti et al 2000, Smith et al 1999] when the user sees
the visualization area moving in a smooth way so that the user does not perceive any
discontinuity in the visualization area trajectory. For a truly rich navigation experience
we consider the use of continuous interaction fundamental.

The objective of this work was to provide the open source project TDK
(TerraLib Development Kit) [Tilio and Vera 2005, TDK 2007] with support for
continuous interaction. TDK is an API build on top of Terralib [Camara et al 2000] with
the purpose of providing components and services to make it easier to implement GIS
applications using Terralib. Terralib is a GIS C++ library, available from the Internet as
open source, devoted to the development of multiple GIS tools. Its main aim is to enable
the development of a new generation of GIS applications, based on the technological
advances on spatial databases. The architecture presented here was implemented and
incorporated into TDK (in version 2.1).

We followed two strategies to reach the objective: (i) development of a spatial
data responsive cache using spatial access methods for taking the spatial proximity in
consideration for efficiency and fast data feedback; (ii) absorption of Computer
Graphics high performance navigation techniques applied currently to flight simulators
and gaming in general. These techniques aim to make full use of all the resources
available in the Graphics Processing Unit (GPU) of modern personal computers.

The GPU is a single-chip processor and dedicated graphics rendering device
used in a personal computer or game console. Modern GPU’s such as the ATI Radeon
[ATI 2002] and GeForce [nVIDIA 2002] are designed to handle well 3D computer
graphics and since they are optimized for graphics, they make use of parallelization and
are extremely fast for operations such as texture mapping, rendering triangles, color
operations and interpolation, coordinate system transformation and vector and matrix
operations.

The contributions of this paper lie in exploring how data preprocessing and data
storage in cache in a format close to the one required by the graphics toolkit (which is
OpenGL [OpenGL 2007] in this project) may become a viable strategy for rendering
maps quickly and make the whole system more user-responsive. We also describe an
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implementation effort that was carried out to test the ideas described in this paper and
prove that it is possible to provide continuous interaction with data provided by
Terralib.

The paper is organized as follows. Section 2 describes in detail the system
architecture proposed in the paper. Section 3 discusses experimental results obtained
with an implementation of the system. Finally, Section 4 contains conclusions and
future work.

2. System Architecture

This section shall begin with some definitions followed by the description of all the
steps of the rendering process and finally presents the general system architecture.

2.1 Definitions

Terralib defines the concept of theme, which was absorbed by TDK. In the context of
this paper, a theme is a set of geographic objects of the same nature plus all style
information needed to render each object. Each object has its own geometries (such as
points, lines and polygons) and alphanumeric attributes. A visual style can be defined
for all objects in a theme, for a group of objects (based on conditions on their attributes)
or for an individual object. Every theme will have all its objects grouped into data
blocks by spatial proximity. It allows spatial indexing with more efficiency as compared
to treating each object individually. We also call map the image created by rendering a
vector of themes in a given visualization window.

2.2 The Rendering Process

The Figure 1 shows the dataflow process that begins with the geographic data stored
initially in a Terralib database. This data is requested according to map rendering
demands. When loaded, every piece of data is preprocessed into a format friendly to the
graphics toolkit. After that the preprocessed data is stored in a visualization cache to be
used by the rendering routines and sent to the GPU.

3 '

Terralib DB @ GPU
loader render
thread thread

Figure 1. Rendering Process.

2.3 Data Format and Preprocessing

As it was already mentioned, a memory cache is needed in order to render maps quickly
and make the whole system more user-responsive and interactive. A number of
techniques have been developed to meet these requirements [Certain et al, 1996, Matos
et al, 1998, Pinheiro et al, 2004].
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Our approach was consider that data should be stored in memory in a format as
close to the graphics API format as possible in order to improve rendering performance.
That’s why the data is preprocessed before being stored in the cache. This preprocessing
step includes: (i) geographic projection conversion; (ii) polygon tessellation (breaking
them in triangles) and (iii) style grouping (putting together geometries that will be
drawn with the same style).

The reason for projection conversion is that converting geometries between two
geographic projection systems may involve quite complex calculations and it is very
costly compared to the total rendering time, therefore converting the geometries in
advance and only once helps improving rendering performance. The polygon
tessellation process consists in generating a triangle mesh that will cover exactly the
same area as the original polygon. Although it is costly, the tessellation is necessary to
make full use of all the GPU features such as parallelization and pipelining since its
architecture is more prepared to handle triangles. Lastly, style grouping is also an
optimization for the GPU because it allows rendering the same data with less state
changes, such as changes in the current color, line width, textures and so on.

By doing all preprocessing in advance, every time the system needs to render a
map it will do it in the fastest possible way if the data is in the memory cache. But what
should happen if it is not? From the user point of view, it is highly desirable that the
system is responsive and that it gives the most feedback as quickly as possible. This
way, in this situation, the system renders whatever is in memory and starts loading the
missing parts without blocking the user interaction. The system was designed as
multithreaded exactly to handle this case: load data while interacting with the user.

stores .| Data | creates
"| Block
<<thread>>
renders Render
requests has many .| Theme
block | Strategy
v
Memory | has Cache creates has
Repository |- Manager v Spatial
Request > Index
\ 4 has
Disk P Request T
Repository |~ Queue reads > Load
Method
rY
yY
reads
<<thread>> uses
Terralib Loader
DB

Figure 2. Functional Diagram.

16



IX Brazilian Symposium on Geol nformatics, Campos do Jordado, Brazil, November 25-28, 2007, INPE, p. 13-22.

There are currently two threads in the system: the loader thread loads data from
the database to the cache and the render thread renders maps and handles user input.
These two threads communicate through the cache: the render thread reads from the
memory cache and the loader thread puts data in it. Besides that, when the render
thread needs data that is not in memory, it queues a request to the loader thread using a
request queue. The loader thread continuously checks the request queue looking for
new requests.

The functional diagram (Figure 2) shows the main components of the system.
The process starts when the render thread requests a data block to the cache manager,
who checks whether the block is already in the memory repository. If it is, just return it.
If it is not, check if it is in the disk repository. If it is, load it to the memory repository
and return it. If it is not, load it from the database to the memory repository and return it.

Whenever the memory repository is full and a data block needs to be loaded, the
cache manager should pick one other block in memory chosen by some heuristics (e.g.
the block that is not used by the largest period) and save it in the disk repository. If the
disk repository is full, then it needs to pick a block and just delete it to free some space.
This way the cache is composed by a three-level hierarchy [Matos et al. 1998] that
should, by the use of good heuristics, optimize the whole process of data visualization
by using all resources available in an efficient way.

2.4 Immediate Response

In some cases, especially when continuous interaction is desired, the render thread
cannot wait for the loading process to finish, even if it consists of just one block. In this
case, it should put a flag named “immediate response” in its request. This flag will make
the cache return a block only if it is already in memory. If it is not, it will queue a
request for the loader thread and return a null block. This is how a behavior like Google
Earth or NASA World Wind can be achieved with this cache system. By always
returning the request call immediately, the user interaction is guaranteed not to stop,
even if all data needed to render the map has not been loaded yet. In this case, the user
will see an incomplete map while the rest of the data is being loaded.

2.5 Hints from the Render Thread

Imagine the following scenario: the user starts navigating through some path in a faster
way than the cache can load all the data along it. Using a naive strategy, what will
happen is that, when the user stops navigating, he will wait for the system to load all
data along the path because a lot of requests were queued in the way, even if only a
small part of all this data is still visible to him.

The render thread can give hints to the cache to help it optimize the loading
task. For instance, it can provide the information of a rectangle, inside which is all the
data the user is currently visualizing. This information can be extremely interesting to
the cache because, if it has not started loading a data block and this block is not within
the visualization area anymore it does not have to be loaded. In the scenario just
mentioned above, after the user stops moving, only the data visible to him will be
loaded.
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2.6 Points of Flexibility: Data Format and Indexing

The system architecture offers two great points of flexibility (hot spots): the data block
and the theme strategy components.

The data block is a class that defines the format in which the geospatial data will
be stored in memory plus the preprocessing functions. Any application can write its own
data block class by implementing a common interface and provide a factory [Gamma et
al 1995] of data blocks to the cache manager. This way the cache engine can hold
spatial data in any format. This is very convenient for fast rendering because the data
can be stored in the most convenient format for the graphics toolkit.

The other flexibility point is the theme strategy. This class implements a
common interface and is responsible for the blockage and spatial indexing of a theme
and the loading method. By blockage of a theme we mean the way the objects of a
Terralib theme will be grouped into blocks (usually by some way that takes spatial
proximity into consideration). The spatial indexing strategy is a data structure used to
spatially query the data blocks in memory, more specifically it answers questions like,
for example, which blocks intersect a window query. The default structure provided is a
R-Tree [Oosterom, P.V.,1999], but any application can implement other strategy. The
loading method is simply a method that loads a block. This flexibility is important
because it allows the use of indexed persistence formats in an efficient way. It also
allows any application to load data from data sources other than a Terralib database.

3. Results

The VIPE [TDK 2007] application is built on top of TDK and was used to test the
results of the architecture proposed in this paper. This section presents experimental
results we have obtained with three distinct versions: VIPE v0, VIPE vI and VIPE v2,
this last one was built especially to test the concepts and architecture proposed in this
paper. The others versions are explained in better detail later in this section.

Since VIPE v2 could successfully reproduce the user experience of systems like
Google Earth and World Wind in terms of rendering speed and system responsiveness,
it would be very interesting to compare it with them. However, we found no direct way
to make a full comparison between these systems.

There are basically three measurable factors critical to systems like these:
database loading performance, disk loading performance and rendering performance.
The database loading performance cannot be compared because Google Earth and
World Wind cannot access a Terralib database. A disk loading performance comparison
could be unfair since in our system the data on disk is already preprocessed and
efficiently blocked while the other systems would have to access a common file format
like shape files [ESRI 1998] or GML[OGC 2007]. Finally, a rendering performance
comparison could also be unfair since the other systems render data in a 3D
environment while ours works only in 2D for now, besides there are significant
differences in the style representation capabilities for rendering geographic features in
each of these systems. Because of all the factors just mentioned, we have decided to
compare VIPE v2 with one other existing application, namely Terraview v3.1.4 [INPE-
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DPI 2007] and two previous versions of VIPE (vO and v/) because all of them are built
on top of Terralib.

The test set used was a Terralib database build from data provided by IBGE (the
Brazilian Institute for Geography and Statistics) and consist of the following themes (all
of them covering all the territory of Brazil): municipal district boundaries(5,621
polygons), permanent rivers (179,701 polylines), highways (30,969 polylines with),
cities and capitals (5,771 points). The total amount of coordinates of all these themes is
2,903,498. The machine in which the tests were executed was a Pentium Dual Core 3.00
GHz, 1GB RAM with a nVIDIA GeForce 7300 SE/7200 GS graphics card.

The Terraview and VIPE v0 systems are very similar with respect to the
rendering process. Neither implements any sort of caching mechanism. Every time they
need to render a map, they just generate a SQL query to the Terralib database to fetch
all geometries that intersect the visualization window (i.e. the area being rendered) and
render the map in a loop consisting of three steps: fetch a geometry from the record set
returned from the database, do all the processing needed and finally render the
geometry. The loop goes on until there are no more geometries intersecting the
visualization area. It becomes clear that it is not possible to compare database loading
performance or rendering performance individually because these operations are
interleaved in these systems. Therefore, the comparison was made by the whole
operation (loading and rendering).

The VIPE vI system implements a cache mechanism and it stores raw database
data in the Terralib format. All the processing is done at rendering time. In order to test
the rendering performance with and without the data in the cache, two time measures
were taken, one for rendering right after connecting to the database (without any data in
the cache) and one right after this first (with all the data in the cache). Special care was
taken to configure the cache so that the entire map would fit in memory.

All tests were run multiple times and the average time was recorded. This way
was preferred to testing with a profiling tool because we wanted results as close to the
user experience as possible. It was interesting to compare different versions of the same
system to have a better idea of how the evolutions on the architecture influenced the
user experience.

Table 1. Experimental Results Comparison.

System Average Time for Map Rendering

Uncached data Cached data
Terraview 37.38s -
VIPE v0 53.21s -
VIPE vi 60.20s 8.14s
VIPE v2 114.40s 0.10s
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We observed in Table 1 that both VIPE vI and VIPE v2 performed better when
the data was in the cache. This confirms the utility of caching in reducing the time for
map rendering.

We can also see that with cached data, VIPE v2 was much more efficient than
VIPE vi. This occurred because VIPE v2 caches preprocessed data in a format very
close to the one requested by the graphics toolkit. This test shows us that this sort of
preprocessing can bring extreme performance improvement in rendering time, especially
in a toolkit that explores well the GPU features such as OpenGL.

The performance achieved by VIPE v2 was enough to implement continuous
interaction for a reasonably large data set at an acceptable frame rate. It is a consensus
in the computer graphics area that the minimum frame rate for real time scientific
visualization is about six frames per second, which allows a maximum rendering time of
approximately 0.16 seconds.

It is worth mentioning that, during the test with uncached data, VIPE v2 rendered
all data loaded so far about 1,000 times while the others only needed to render once.
This is necessary because VIPE v2 allows continuous interaction. That certainly
contributed for it taking more time to finish loading all the data than the others. A
positive side of it is that, while it was loading the data, the user navigation was not
blocked.

Finally, the systems without caching mechanisms (Terraview and VIPE v0) seem
to load data more quickly than the others. This accounts probably to the fact that their
rendering processes do not have the preprocessing and caching steps (illustraded in
Figure 1). Both VIPE vl and VIPE v2 need to organize data in memory to take
advantage of the spatial dimension of data and therefore, some amount of extra
processing is needed. In the case of VIPE v2, the data has to be grouped into blocks by
spatial proximity and also, a spatial index structure for the data in memory has to be
maintained. Besides that, in this test, it rendered all its cached data about 1,000 times.

Since VIPE v2 rendering time improved approximately by a factor of 80
compared to the VIPE vI system (by comparing their average times with cached data),
the conclusion we take is that, in GIS, it is worth paying attention to the GPU
capabilities and make an effort to provide data in an efficient format to it.

4. Conclusion and Future Work

In this paper we proposed an architecture implemented in TDK that preprocesses data
and stores data in a memory cache to reduce the time for rendering maps and to make
the GIS applications more user-responsive. This strategy allows the user to navigate
through geospatial data in a smooth and continuous way.

We also presented experimental results we have obtained that confirm that this
strategy makes a big difference in rendering performance in GIS applications.

This project opens a lot of space for future work. The main lines would be: raster
support, optimization, applying these caching techniques to servers and taking
advantage of OpenGL and the GPU for 3D rendering and navigation.
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Although raster data (i.e. data represented by a rectangular grid, such as images)
is not supported in this first version of the cache, it would certainly be a very useful
feature to add in the nearby future. Raster support would probably require multi-
resolution, which means that it would be necessary to manage multiple versions of the
same data, one for each different resolution.

With regards to optimization, it would be interesting to study different formats to
store spatial data in the database. For instance, the objects could be stored already in
blocks, each block in a record of a table. New algorithms for theme blockage and spatial
indexing could also be tried. Finally, there is a lot of space for research and
improvement in cache management policies and heuristics. One good thing would be to
make these policies and heuristics flexibility points so that each application could
override the default and write some better suited for its specific use.

One more improvement could be a prefetcher component, who would try to
predict what data would be requested to the cache in the near future and load it in
advance. It could consider for instance all data around the area currently being
visualized.

Since the main purpose of all this system is to render maps quickly using cache
and GPU, it seems that it would fit perfectly in GIS servers that render lots of maps. By
using proper cache management heuristics a server would quite likely improve its
performance by making full use of all its resources.

Another challenge, this time much more difficult, would be to present the data
from the Terralib database in a 3D navigator. Although the task may be done in a simple
way just by laying the 2D geometries on a sphere surface, it would be far more
interesting to create some sort of translators from a 2D object to 3D and place them in a
real 3D environment with terrain modeling, sky, oceans and everything else to make it
look nicer.
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Abstract This article presents the evolution of a very large geospatial database and
application developed for telecommunications outside plant management. The needs
for the construction of this system and the decisions taken during its devel opment and
consolidation phases are described. New challenges found in securing and expanding
this type of system in today’'s market will be listed, as will be the need for a solution
independent from the geographical information system (GIS) proprietary mechanisms.
The alternatives examined and the approaches chosen to address the main points
regarding the system evolution have resulted in a guide to similar initiatives in the
area.

1 Introduction

GIS or geographical information systems were developed using proprietary technology
until the mid 90's. The business secret was exactly in how spatial data was stored,
recovered and processed [MELO JUNIOR; CANDEIAS, 2005].

Currently, an important strategy in the information technology industry is to become
independent from proprietary technology. GIS technology’s role has become more
important to organizations, and in order to take full advantage of its capabilities, spatial
data must be shared and systems must be interoperable. However, this is not an easy
goa to achieve, and the concepts, standards and technologies used to implement GIS
interoperability have continuously evolved.

At first, data sharing between organizations that had different GIS providers was limited
to data conversion. It later evolved to using transfer standards and the utilization of files
with open formats. Soon after, some GIS began offering API for direct reading. Finally,
backed by several organizations, efforts were made to define standards for geographical
information exchange on different levels. These standards apply to issues that go from
data format to service integration over the Web.

The GIS products, as well as the applications that make use of them, have been
developed on open standards in order to guarantee a high level of interoperability
between platforms, databases, and programming languages [ESSID, 2004].

The aim of this article is to demonstrate the impact that the need for interoperability has
on a high-end, GIS-based solution that is a standard in its market. It offers a general
view of where efforts were concentrated to ensure interoperability in a process of
improving a solution for managing telecommunications outside plant.
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This article lays out the historical facts on the development of a telecommunications
outside plant management system and how it was conceived in alignment with the
trends seen in the geospatia research domain. It then goes on to describe the market
demands that motivated stepping up to GIS independence and lists the main
characteristics of the new solution. Finally, the main issues involved in the process of
making the system GIS-independent are set forth, as well as the alternatives that were
evaluated and the solutions that were adopted.

2 History

CPgD OSP is a step up from SAGRE, one of the most complete telecommunications
outside plant management systems ever developed. The SAGRE system was created to
assist the companies that made up the Telebras System in offering better quality
services. The goal was to manage the Brazil’s entire telecommunications outside
network, offering support to planning, design and operation in amore efficient manner.

The regional operators had different cultures, which led to them using outside plants
with different technologies, topologies and representations of their facilities on maps.
The initial demand for offering support to functions such as design and records on a
more consistent basis led to the system'’s concept of flexibility and reconfigurability.

Throughout its history, the development of SAGRE was pioneering in severa ways.
Magalhdes (1996) described the technological innovations introduced at the system's
concept phase. Since then, every large step ahead taken towards making improvements
to the system were oriented by trend analysis and up-to-date surveys.

Given the context, the choice for the GIS platform to offer support to the solution was
made based on an international bidding process with a strict benchmark for evaluation.

The first versions of the system indicated that the records and design functions required
the development of several user interfaces. To increase productivity and make
maintenance easier, metadata was used to automatically generate the interfaces
[MAGALHAES; OLIVEIRA; CUNHA, 1995].

Another requirement that set the system apart from others of its kind was the need for
offering support to long term project activity transactions and short term operations
transactions simultaneously, allowing users to access multiple views of the network. In
order to offer support in such scenario, a complex mechanism for long transactions
using versions had to be created [DIAS; GRANADO; MAGALHAES, 1995].

Making it possible to transfer data from a large number of paper or raster maps onto
computer storage was, at that time, and continues to be, a huge challenge [MAGALHAES,
2007]. This process was traditionally based on the proprietary formats of the GIS used,
which made its acceptance burdensome and complex. In order to shorten deadlines and
reduce costs, a conversion model built on a high-level, business object oriented
language was specified. The development of a method for bulk conversion founded on
this format gave way to the participation of domestic companies in the process. The
initiative also ensured that an excellent-quality database would be put together, as the
same integrity rules supported by the application were secured in the bulk conversion.

At the start of the data conversion process, one of the companies showed interest in
controlling all the service provision data such that it were integrated to their outside
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plant records. To each new telephone installation was designated an ideal copper
network using geographical criteria.

SAGRE then went on to become a critical mission system for Telesp, which was later
acquired by Telefonica. Other operators, such as Sercomtel and GVT began similar
procedures. Simultaneously, the design and inventory functions were upgraded to
support Embratel’s optical network architecture and to ensure that the Brasil Telecom
and the others public phone regul ation standards were met.

Integration of records data and that of service provision or other operational information
is an excellent strategy, since it not only reduces operational process costs, but also
allows the records database to be kept up-to-date on a constant basis.

The system is currently integrated to service order management, customer support and
other systems, under environments with very different architectures. Previdelli e
Magalhdes [2002] describe some of the integration solutions taken, which go from file
exchange queues to the use of message-oriented middleware or the provision of services
in application server architecture.

Telefonica's outside plant is one of the largest existing spatial databases and includes
the entire telephone network in the State of Sao Paulo. There are over 12,000,000
customers and 16,000,000 access lines in its records database. The provision of outside
plant facilities is completely supported by the SAGRE system such that it is also
integrated to several other operations support systems (OSS). This integration has
lowered provision process costs by 40%. Over 200,000 service orders are processed
monthly, and over 1,000,000 geographica inquiries are made [FARIAS; MAGALHAES;
PREVIDELLI, 2005].

Recently, management of project activities and the building of networks controlled by
SAGRE were integrated into the company ERP. The integration has allowed for the
costs of material and labor calculated automatically on project design to be used for the
subcontractors payments. The phases involved in each endeavor are controlled in
conjunction by the two systems. This way, the life span of projects has been reduced
from weeks to days, and records updates have been ensured by eliminating backlog and
as-built plants.

In early 2007, Telefonica received the Excellence Award for the Telecommunications
Sector from GITA — Geospatial Information & Technology Association [GITA, 2007].
The award was granted in recognition to the quality and efficiency of integration and
standardization of different operational procedures, which significantly brought down
costs associated with these activities.

3 New Challenges

The new business opportunities for outside plant management products indicate that the
market is more competitive than ever. Usually, the telecom companies have highly
diversified requirements due to the wide variety of network technologies, services
offered and business models found in telecommunications operators. Generally, in
order for the system to meet the needs of a new customer, major changes have to be
made to its features.
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Another important factor in the sale of a product of this sort is the diversity in the
magnitude of customers. There is a demand for both operators with millions of
terminals and those with a few thousand. In light of this, the platforms used for small
operators cannot be as costly as those that offer the power and performance necessary
for abigger customer.

On the other hand, current customers also upgrade their networks and expand their
catalog of products and services, requiring major maintenance to al of their operating
systems in order to evolve. Converged networks are becoming a redlity and need to be
managed by systems that allow operational procedures to become more agile and more
efficiently utilize the facilities available at the service provider's plant. Networks are
heading towards a new architecture with the goa of providing integrated services,
something that is currently being called Quad Play, which are based on IP technologies
to provide Internet, TV, voice, data and video transmission.

CPgD has oriented one of its lines of research, and consequently, the solutions obtained
in its products, to fulfil the needs created by this scenario. The strategy established to
keep the SAGRE system competitive and able to cater to the wide array of functional
and non-functional demands was the development of a new version with a new
architecture. The requirements that guided the definition of the new solution, the CPgD
OSP were:

* Allowing for process distribution;

» Performing in accordance with different volumes of data;

» Supporting large variations in the number of users;

» Making integration with external systems easier;

* Yielding low costs for development and maintenance;

» Allowing for new features to be added quickly and;

* Being independent of the GIS platform, SGBD and application server.

4 CPgD OSP-The New Solution

4.1 Architecture

From the technological perspective, the CPgD OSP features the characteristics
responsible for the success of the previous product but with new added concepts. As
illustrated in Figure 1, CPgD OSP has an n-layer architecture which is based on JavaEE
[JAVA, 2007], Open Geospatial Consortium, Inc ® standards [OGC, 2007], RBAC
[SANDHU et a., 1996] and LDAP [WAHL et al., 1997], alowing for more flexibility
and scalability.

Each layer plays well defined roles and communicates with each other using XML
[XML, 2006]. This independence allows the replacement of one layer without affecting
the entire architecture.
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Figure 1: CPgD OSP Architecture

The Presentation and Navigation layers reside on the client side; they can be either a
desktop client, web or mobile device. The other layers are on the server side. Access
layer is responsible for user access control. Users with different profiles can access
specific services and geographic areas. The Transaction layer controls the transaction
that takes place when a service is requested, until it is committed or rolled back.
Development is concentrated mainly on the Rule and Business layers - the Application
Layer - where the business rules are implemented. The Persistence layer uses an
enterprise data source concept for technology independent data access.

On top of this architecture was developed a metadata based framework that makes it
possible to create solutions in a quicker and more standardized fashion. The goal of
using this framework is bringing the focus of the efforts involved in the development to
where they truly belong in the creation of a product: describing the domain objects and
the rules that control this universe.

SAGRE aready made use of metadata to generate its user interfaces, but the OSP
solution intensified its use by applying it to data conversion, interface formats and
businessrules.

Regarding data conversion, Weiss and Dias (2004) defined the TOPML, which is a
Geography Markup Language [OGC GML, 2004] application plan, designed to describe
data pertaining to a telecommunications outside plant in which geographical
information plays an important role.

4.2 Modules

The packaging of CPgD OSP is made up of several different modules (Figure 2) that
can be used separately or put together into different combinations, which alow for
better suiting each customer’ s needs.
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Figure 2: CPgD OSP Modules

The Address component is responsible for the business rules and the persistence of
address objects. It offers a very important service of geocoding, which consists in
determining a geographical coordinate of an address from atext description.

Also offered are interfaces that represent addressing objects to the outside world and
that are utilized in different contexts that demand a wide variety of data recovery
services from the component. These interfaces are based on OGC specifications.

In this case, special attention should be drawn to the use of the Filter Encoding
Implementation Specification standard [OGC FE, 2005], which defines a format for
XML-based filter expressions. These filter expressions restrict property values in order
to create a subassembly of a group of objects.

The Engineering operates on top of the very popular Autocad Map CAD/GIS tool
[AUTODESK, 2007]. This module covers the main use cases of inventory data
maintenance for the outside plant. The inventory includes the elements of the copper,
coaxia and optical networks, as well as the elements used in the basic infrastructure for
building networks.

This module also offers support to the project activities for network maintenance and
expansion. The functionalities provide support to the transitions between the stages in
the life cycle of the project and different business and persistence rules are ensured for
objects that are part of a project. The address component is used by the engineering
module to add |ocations to network equipment.

The third module, Operation, covers the man use cases of network resource
provisioning and trouble management. The business rules involved in registration and
maintenance of the products and services are also supported by it. Reference to network
information from the provisioning point of view is aso offered, as is support to
algorithms that determine the feasibility of providing a service to a specific address.
Address components are used to associate a hetwork facility to the customer’s parcel.

The New Generation Operations Systems and Software (NGOSS) [NGOSS, 2007]
specifications, which offers means to assist communications service providers in
managing their businesses, including the SID model [SID, 2007] for shared information
and the eTom map of telecommunications processes [eTOM, 2005] were widely studied
and used as guidelines for the development of these services [SCHMIDT et al., 2007].

As s true for the SAGRE, integration between the Engineering and Operation modules
is afactor that sets the CPgD OSP solution apart from others. It allows for provisioning
operations to act on current information while viewing the proposed modifications.
Aside from this, network modification operations preserve the integrity of the
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provisioning data and can provide the information used for planning network cuts. Even
though the modules are a part of the same solution, one of the new business
requirements was that they offer the capability of being implemented independently.

The guidelines that oriented the development of CPgD OSP were independence from
GIS and the use of open standards for interoperability. These requirements affect mainly
the presentation and persistence layers. All of these features were highly challenging and
will be discussed in detail in the next sections.

5 GISIndependence from Proprietary Mechanisms

On the path to a solution for outside plant management independent of vendors
proprietary solutions, the biggest challenge faced was, without a doubt, GIS
independence. This did not come as a surprise, as this solution is strongly founded upon
gpatial information. The impact of this requirement fell upon several important
components of the solution, such as the geographical data model, long transaction
control, the client application and the rendering mechanism. For every component,
several alternatives were analyzed using cost, deadline and architectural criteria. A
presentation of the main characteristics of this study follows.

5.1 Persistence Modd

An important step for GIS independence consisted in adopting a persistence layer that
made the application flexible so that it would support different geographical data
models.

The use of a well-defined interface for manipulating geographical data makes the
application independent of the means of persistence and changes made to the structure
of the geographical datawill not affect the application layer.

The gpatial data interface defines a structure that describes a spatial object and
standardizes access to this data type by the application.

Insertion, removal, modification and reference operations for any spatial object must be
carried out in the persistence layer. These operations must read from the persistent
means and generate an object that implements the spatial object interface and write onto
the persistent means from a spatial object.

Independent alternatives were sought out for the spatial data interface and for the spatial
data storage models.

5.1.1 Storage models for spatial data

The data model adopted presumes a geographical object’s data being isolated according
to its type. The aphanumerical information and spatial information are stored each in
different entities. This allows for several graphical replicas to be represented without
creating redundancy of aphanumerical information in the database.

The application of outside plant management commonly resorts to several layouts.
Usually, these layouts are in planar coordinate system and the land base datais stored in
other spatia coordinate system due to large areas being covered.
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Figure 3: Data Model

5.1.2 Geographical data manipulation interface

For the representation of geographical data, the OGC specifications were quite natural
and were followed in defining this interface. Some open source components offered
OGC specifications, such as the GeoTools.

However, CPgD aready had an interface implementation for the spatial data called
Spatial Object, and some applications already made use of this interface. Implementation
of SpatialObject made use of concepts very similar to those required for the generic
interface. However, it would also be of interest to use the GeoTools library to read the
data from the persistent means. A drawback is that the data read by GeoTools is stored
in JTS component objects. The first alternative would be to create routines to convert a
Spatial Object into a JTS component object and vice-versa. In this case, it would not be
possible to devel op objects with sub-features containing very complex geometries.

Re-using SpatialObject and making a few changes to its structure was also an option
considered. The objects would store coordinates using JTS. It would then be possible to
have sub-features with more complex geometries.

The second alternative allowed for more functionality. However, the first alternative
was chosen, as it supported the use of sub-features, which was an important requisite,
and lowered development costs. This decision was based on factors which indicated that
future versions of GeoTools would no longer use JTS.

5.2 Controlling long transactions

The SAGRE solution supports a powerful long transaction mechanism based on version
control. However, it is native of the GISused. Since the goal of the CPgD OSP solution
was to be independent from GIS, a new mechanism had to be implemented. The
challenge was big, seen as the users would not like to be delivered a product with
functionalities that were inferior to those offered by the previous version of the product.

The first aternative examined consisted in implementing all of the project control
functionalities as well as version support, similarly to SAGRE. This would, however, be
very expensive. In this context, the use of a few available version control components
was examined. However, a mandatory requisite was that the project views could be
made available in the main base during the engineering phase, before the project was
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constructed. The components studied do not offer this facility and developing it based
on version mechanisms supported el sewhere would be arisk.

An approach combining cost and offered functionalities was taken for the version
mechanisms development. The choice made was to develop a simplified model of
project modification control, with which every operation carried out on an object is
stored in the same version. Dependencies between objects is less sophisticated than that
developed for SAGRE; for example, when an object depends on another it is not
possible to determine what change motivated the dependency.

However, the simplified mechanism meets the current needs; its development and
maintenance were less complex and it can be easily upgraded in case functionalities
offered by a control based on atransaction version becomes necessary.

5.3 Flexibilization of the Engineering Module Client Application

To put it in general terms, the client application carries out the mediation and control of
the flow of information between the attribute manager, the map and the application
server.

It features functionalities that retrieve geographical datafrom the map and sendsit to the
application server and vice-versa. In order to achieve this, a specific client application
must be developed depending on the front-end used to represent the geographical data.
This is therefore one of the solution's section that is affected most by the requisite of
being independent from GIS.

The OGC defines the Web Map Service [OGC WMS, 2004] and Web Feature Service
[OGC WEFS, 2005] for geographical data exchange between a server and a client
application.

The WMS service is a way to produce maps from geo-referenced data and carry out
gueries on its attributes from information coming in simultaneously from multiple
heterogeneous remote servers. The map is the visua representation of the geospatial
information, and not the information itself.

The WFS allows a client to retrieve and update geospatial data encoded in Geography
Markup Language (GML) from multiple Web Feature Services. The specification
defines interfaces for data access and manipulation operations on geographic features,
using HTTP as the distributed computing platform. Via these interfaces, a Web user or
service can combine, use and manage geodata -- the feature information behind a map
image -- from different sources.

A standardized interface had to be defined for the client application just as for the other
features of the OSP solution. Both of the specifications mentioned were used in
different contexts.

54 Rendering

The process of generating a graphical representation of an object is also called
rendering. In order for the GIS independence to be fulfilled, it was also necessary to
seek out alternatives to the development of a feature rendering module that could be
used alongside several graphical devices.
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Apart from that, it is quite common for users of a GIS based solution to want to adapt
symbols to the visual standards used in their organization. Therefore, the rendering
solution aso had to be prone to this kind of customization being made by usersin their
own environments.

It was observed that the drawing process had to be divided into at least two stages to
represent objects in different devices, ensuring that the code of rules for rendering could
be re-utilized after devices were replaced. The first stage would contain all of the rules
on how to draw an object, with no connection to the device on which the drawing would
be presented. It was necessary to assume the existence of a group of devices on which
previously defined shapes referenced by names could be represented, even if the method
for obtaining the representation differed between devices in the group. Therefore, it was
presumed that simple entities such as text, lines, polygons and symbols could be
represented on any graphical device.

The output of the first stage is a set of entities or drawing primitives called design
logical entities, and are not associated to any graphical device. These entities have to be
submitted to a process of translation in order to be displayed on the device in question.
The trandation module, which is device dependant, is called adriver.

Part of the rendering process is run on the server-end, while the rest is run on the client-
end. Server processing is responsible for generating the design logical entities, such as
defining lines, points, colors and other elements that make up an object. The client is
then responsible for transforming logical entities into design entities and has the code
specific to the device on which the drawing will be generated. The figure below
illustrates how the rendering module works.

SLD

Driver 1

Feature Logical
Collection Entities

Figure 4: Rendering Module Components

The language adopted for the description of the logical entities was the Styled Layer
Descriptor [OGC SLD, 2007], which is an OGC specification for the rendering of
features. This standard can be used in any context where there is a need for flexibility
on the way objects are displayed and allows for declarative customization.

This standard was chosen for having consolidated characteristics and for representing
the results of the experiences of several georeferencing speciaists. Besides this, there
are open source implementations for its reading and rendering capabilities. However,
SLD does not completely suit the needs of the project and an extension of the standard
was devel oped.
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Breaking away from the standard makes it difficult to use the tools available on the
market that rely on SLD. However, the greatest advantage to this approach is the
flexibility for altering post-implementation rendering aspects, enabling users to better
customize their own symbols.

6 Conclusion

The changes made to an outside plant management system in order to make it GIS
independent have been presented. Thisis acostly and demanding effort, but this project
has proven it feasible.

It was also made clear that the creation of well defined interfaces outlining the
functionalities strongly linked to GIS alongside the adoption of interoperability
standards are generally the least expensive and most efficient way to achieve this goal.
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Abstract. Ontologies and geographic ontologies are becoming important re-
search and application fields for the geographic information systems (GIS)
community. Although geographic ontologies (also known as spatial-temporal
ontologies, geo-ontologies or geospatial ontologies) are becoming popular, a
standard and complete model is still missing. The attempts for establishing
standards are yet incipient, i.e., do not fulfill the actual needs. In this paper we
propose a reference model for developing geographic ontologies, with the spe-
cific purpose of matching. The main idea is to extend the model for conventional,
non-geographic, ontologies to make it suitable for describing the particularities
of the GIS data and the relationships among them.

Resumo. Ontologias e, mais especificamente, ontologias geogrdficas, estdo se
tornando um importante campo de aplicacdo e pesquisa relacionado a co-
munidade de Sistemas de Informacoes Geogrdfica (SIG). Embora ontologias
geogrdficas (também conhecidas por ontologias espaciais, ontologias espago-
temporais, geo-ontologias ou ainda ontologias geo-espaciais) vém tornando-se
populares, falta ainda um modelo completo e que seja adotado como padrao.
As tentativas para estabelecimento de padréoes sdo ainda incipientes, ou seja,
ndo satisfazem completamente as necessidades atuais. Neste artigo nos propo-
mos um modelo de referéncia para o desenvolvimento de ontologias geogrdficas,
com o proposito especial de matching (casamento). A idéia principal é estender
o modelo para ontologias ndo-geogrdficas, de modo a fazé-lo adequado para
descrever as particularidades dos dados espaco-temporais e os relacionamen-
tos entre eles.

1. Introduction

Ontologies and geographic ontologies are becoming important research and application
fields for the geographic information systems (GIS) community. Due to the particulari-
ties of the GIS data - geometry and location [Fonseca et al. 2003], and, eventually, tem-
poral properties as well [Sotnykova et al. 2005], besides the usual descriptive attributes
- a simple alphanumeric ontology (called here conventional ontology) is not expressive
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enough. It is like in the database field, where there are special types of databases for
geographic data, called geographic databases, because conventional databases were not
designed for holding these features. The ability to build proper geographic ontologies
will facilitate their integration and, subsequently, will advance semantic interoperability,
which has been acknowledged as a primary concern in geographic information science
nowadays [Tomai and Kavouras 2004].

According to Spaccapietra et al. [Spaccapietra et al. 2004] space and time can
meet ontologies in three different ways: (1) as the spatial domain specifying space, spatial
elements and spatial relationships, or as the temporal domain, specifying time, temporal
elements and temporal relationships; (2) as the implicit background to an application do-
main that relies on geographical data or; (3) to enrich the description of the concepts in the
ontology, to represent their spatial and temporal location, in the same way spatio-temporal
data models support the description of spatial and temporal features in spatio-temporal
databases.

Although ontologies are being widely used by the GIS community, there is still
a lack for an actual geographic ontology model (also know as spatial ontology, geo-
ontology, spatio-temporal ontology or geospatial ontology). That is, the ontologies pro-
posed and used at the moment are designed for conventional (descriptive), non-spatial
purposes and the particularities of the geographic data, such as the geometry, temporality
and topological relations are missing or poorly described. There are already some stan-
dard proposals (ISO 19109 and GML OWL encoding), but they have some limitations
in terms of expressiveness, validation or easiness to use or extend. In other words, the
attempts for establishing standards are yet incipient, i.e., do not fulfill the actual needs.
The main limitation of these proposals is that they do not really hold the semantics of a
geographic ontology. Instead, they basically define the syntax and the names for some
geographic elements.

There are many fields in which geographic ontologies can be applied, such as
building a common ground for describing the geographic phenomena, spatial reasoning,
semantic annotation of maps, geographic information integration and retrieval, and so
on. In this paper we are proposing a geographic ontology model specially designed for
the purpose of geographic ontology matching, which is quite different from conventional
ontology matching [Hess et al. 2007b]. This ontology is part of a wider project, in which
we are developing a methodology for matching geographic ontologies at both the concept-
level [Hess et al. 2006] and the instance-level [Hess et al. 2007a].

The reminder of this paper is structured as follows. In Section 2 we present some
related work which try to define geographic ontology models. Our proposal for a geo-
graphic ontology reference model is presented in Section 3. Then, in Section 4 we show
an example of an ontology built based on our reference model. Finally, conclusions and
future work are discussed in Section 5.

2. Related Work

Maedche and Staab [Maedche and Staab 2000] state that an ontology should comprise
the following: (a) Concepts, (b) the Lexicon, (c) Relations and (d) Axioms. Con-
cepts are an integral part of an ontology as they stand for mental things of all possible
things [Tomai and Kavouras 2004]. The Lexicon comprises the descriptions of the con-
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cepts, i.e., their definition in natural language. The semantic relations link two concepts in
hypernym/hyponym relation and in the meronym/holonym relation as well. The relation
as semantic properties refer to the properties of the concepts in the ontology. The axioms
refer to constraints imposed on concept or relations.

Tomai and Kavouras [Tomai and Kavouras 2004] extend Maedche and Staab’s
definition of ontology by defining the components of a geographic ontology. They ba-
sically create some semantic properties to be associated to a concept when it represents a
geographic concept: Spatiality, Temporality, Nature, Material/cover, Purpose and Activ-
ity. The first two are the ones that actually characterize a geographic ontology. Spatiality
covers the relative spatial properties of the concept, such as topology, location, and the in-
ternal spatial properties, such as size and shape. Temporality is divided into time (period
or instant) and condition/status.

Casati, Smith and Varzi [Casati et al. 1998] separate a geographic ontology in two
parts: objects and relations. The geographic objects are specialized into physical, such
as mountains, rivers and forests, and human, such as countries, cities, and so on. A ge-
ographic object is composed by a number of descriptive attributes and by a border. The
relations can be of type mereology, location or topology. In a mereology association, a
geographic object A is part of a geographic object B. The location relation associates a
geographic concept with a set of coordinates, and a topology relation spatially associates
two geographic concepts. Souza et al. propose an ontology to represent contextual in-
formation in geospatial data integration [Souza et al. 2006]. The ontology is composed
by 5 contexts, as the authors present. Each one of it stores some kind of information.
The main two are the DataContext and AssociationContext. The GeospatialEntity is the
main concept of the DataContext, and contains the properties for geometric representa-
tion, location and some metadata. The AssociationContext has the information about the
spatial association of the concepts and the semantic associations (degree of similarity)
as well [Souza et al. 2006]. As weak points of these works we can point the absence of
temporal aspects and the impossibility of representing non-geographic concepts.

Fu et al. [Fu et al. 2005] developed a geo-ontology restricted to geographic places,
such as cities, countries, districts and so on. Each concept is described in terms of its
names (can be multiple), geometry (called footprints by the authors) and some metadata.
Furthermore, each place may be related to another by only one relation, the containment
relation. Kolas et al. [Kolas et al. 2006] propose an architecture for Geospatial Semantic
Web [Egenhofer 2002]. They define 6 ontologies, and one of them, called Base Geospatial
Ontology is of interest in the context of this paper. It forms the ontological foundation of
geospatial information by mapping some GML’s elements to OWL, in order to link the
geographic data with knowledge outside the geospatial realm [Kolas et al. 2006].

SWETO-GS [Arpinar et al. 2006] is a spatio-temporal ontology with three dimen-
sions, namely thematic, spatial and temporal. The thematic dimension contains the con-
cepts of a general domain such as people, places and organizations, or for a specific
domain such as travel and transport. In that dimension there are both geographic and non-
geographic concepts. The geospatial dimension stores the spatial data and relationships.
The concepts are described in terms of their coordinates, translated from the thematic di-
mension. The temporal dimension stores the temporal relations that may occur between
concepts. Finally, some metadata can be associated to the SWETO-GS ontology.
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Bittner and Smith propose an ontological theory which contains re-
sources to describe geographic processes and the concepts that participate
therein [Bittner and Smith 2003]. For that purpose two (sub-)ontologies are presented,
one describing the concepts with their properties, called SNAP, and one describing the
processes and their parts and aggregates, called SPAN. SNAP entities are described in
terms of their properties, spatial relations and conventional relations, while SPAN entities
are described also considering time.

3. The reference model

Any ontology can be defined as a 4-tuple O =< C,P,I, A >, where C is the set of
concepts, P is the set of properties, I is the set of instances, and A is the set of ax-
ioms [Scharffe and de Bruijn 2005]'. A concept ¢ € C' is any real world phenomenon
of interest to be represented in the ontology and is defined by the term ¢ that is used to
nominate it. The name of a concept is given by the unary function ¢(c). A property p € P
is a component that is associated to a concept ¢ with the goal of characterizing it, but is
defined outside the scope of a concept. It can be a data type property, which means that its
range is a data type, such as string, integer, double, etc. or an object type property, mean-
ing that the allowed range values are other concepts. A data type property can be viewed
as a database attribute, while an object type property is like a database relationship.

The context of a concept ¢ € C'is defined as the set of properties P (each one given
by the unary function p(c)) related to it, as well as by the set of axioms A, representing
the generalization/specialization relations as well as the restrictions (each one given by
the unary function z(c)). Formally, the context of a concept can be defined as:

ctr(c) =< t(c), {p(c)}, {z(c)} >

An instance ¢ € [ is a particular occurrence of a concept ¢, with values for each
property p associated to the concept and an unique identification. Thus, an instance may
be defined as

i =< t(c),t(i),VP >,

where ¢(c) is the concept being instantiated, £(7) is the instance unique identifier
(name) and V' P is the set of values for the properties belonging to the context of the
instantiated concept.

At last, an axiom describes an hierarchical relationship between concepts, or pro-
vides an association between a property and a concept (through the property domain or
through a concept restriction), or associates an instance with the concept it belongs.

3.1. Geographic concept

A spatio-temporal object (STOBJ) as defined by Xu et al. [Xu et al. 2006] has spatial
and temporal properties as well. The former encompass geometries and the spatial re-
lationships such as distance, position, topological, and so on. Temporal properties are,

I'This definition is based on the OKBC model [Chaudhri et al. 1998]. In the original work, instead of P
(properties) it was R (relations)
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basically, instant and period. Based on these properties, a spatio-temporal ontology is a
normative system describing spatio-temporal objects and relationships between them.

Following this premise, a conventional ontology is not expressive enough to han-
dle the particularities of geographic phenomena. Thus, we define a geographic ontology,
which is an extension of a conventional ontology. It is also a 4-tuple O =< C, P, I, A >,
where C' is the set of concepts, P is the set of properties, I is the set of instances, and A
is the set of axioms.

A concept ¢ € C is classified into domain concept, such as a River, a Park or a
Building; geometry concept, such as Point, Line or Polygon; or time concept, specialized
in instant and period. Furthermore, a geographic domain concept gc is a specialization of
a domain concept representing a geographic phenomenon, as depicted in Figure 1. A ge-
ographic domain concept is defined as being a domain concept with an axiom saying that
it must be associated to, at least, one geometry concept, through a geometric relationship
property, which is explained in the following. The geometry plays a fundamental role on
defining the possible spatial relationships the concept may have.

Time DomainConcept Geometry
AN = - hasLocation : lang
A o hasGeometry
conventionalRelationship
& atiaIReIatinnh51 ‘
Instant Period GeographicDomainConcept Line Point Polygon

Metadata

- GRS String

- scale : double

- projectionSystem : String
- acguisitionDate : Date

Figure 1. Types of concepts of the geographic ontology reference model

3.2. Properties in a geographic ontology

In an ontology a property can be defined by itself, i.e., outside the context of a concept.
However, for matching purposes, a property is relevant when associated to a concept,
directly in its domain or through a restriction. For this reason the property is always con-
sidered into the context of a concept. In a geographic ontology, each property p € P can
be of one of five possible types: conventional, spatial relationship, geometric relationship,
positional or temporal. Formally, it can be defined as a 4-tuple

p =< t(p), pd, minCard, maxCard >,

where t(p) is the function which gives the property’s name, pd is the property
domain (detailed in the following) and minCard and maxCard are, respectively, the
property’s minimum and maximum cardinalities.
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A conventional property may be even a data type property or an object type prop-
erty. In the first case it represents an attribute of a domain concept. In the second case
it represents an association between a domain concept (geographic or not) with a non-
geographic domain concept, which we call conventional relationship (cr).

An attribute a € P is a special type of property to which the minimum and max-
imum cardinalities are not relevant, and the domain is a data type (dtp), such as string,
integer, and so on. Thus, it can be simplified as a tuple of the form

a =< t(p),dtp >

A conventional relationship, on the other hand, is a property p =<
t(p), pd, minCard, maxCard > with the restriction that the property’s domain pd is a
domain concept, identified as ¢(c,). Furthermore, the concept identified by #(c,) cannot
be a geographic domain concept, i.e., cr = (p € P|(c, : =gc))

A spatial relationship property sr (topological, directional or metric) is always an
object type property p =< t(p), pd, minCard, maxCard >, and represents an associa-
tion between two geographic domain concepts, i.e, can appear only in the context of a geo-
graphic domain concept. The spatial relationships have a pre-defined semantics and are al-
ready standardized in the literature [Egenhofer and Franzosa 1991] and by the Open GIS
Consortium (OGC). Formally, we define a spatial relationship as sr = (p € P|(c, : gc))

A geometric relationship property ge (always an object type property p =<
t(p), pd, minCard, maxCard >) is an association between a geographic domain con-
cept with a geometry concept geo, i.e., ge = (p € P|(c; : geo) A minCard = 1)

A positional property pos is a data type property that must be associated to a
geometry concept, to give its location (set of coordinates).

Finally, a temporal relationship property ¢r is an association between a domain
concept and a time concept, i.e., tr = (p € P|(c, : time))

These relationships allow one to answer queries such as:

e With which instances 7, a given instance ¢ has borders;
e Which concepts gc, may cross the concept gc;
e How far one instance ¢ is from an instance 7.

3.3. Geographic and geometry concepts as axioms

The set of axioms A describes the hierarchical (IS-A) relationships between concepts as
well as provides associations between properties and concepts, and relates instances with
the concepts they belong to. A hierarchy h € A is a binary relation of type h(c, ¢,.), where
¢, 1s the superclass of the concept c.

With the definitions above, we can now formally define a geographic concept gc
through a restriction axiom, as:

gc=(ce€O|Fp e PAp:geAt(p) ="hasGeometry” N minCard = 1),

where ge is the geometric property.
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A geometry concept can also be formally defined as a concept with a restriction
axiom stating it must have associated at least one positional property pos.

geo = (c € O|Fp € P Ap:pos At(p) =" hasLocation” N minCard = 1),
where pos is the positional property.

3.4. Geographic region and instance

An instance of a concept is defined by the property values associated to a concept. An
instance 7 € O is a triple of the form i =< t(¢), (i), VP >, where

e {(c) is the name of the concept being instantiated.

e (i) is the unique identifier of an instance (instance name).

e VP is the set of values for the properties. Each one of the elements is represented
by the binary function vp(t(p), val), where ¢(p) is the property name and val is
the value associated to the property for that instance.

A geographic instance gt is an extension of an instance ¢. As a geographic instance
must be associated to, at least, one instance of a geometry concept, the value of the po-
sitional property (hasLocation) gives the spatial position (coordinates) of that geographic

instance. A geographic instance gi € O is, thus, a 4-tuple of the form
gi =< t(c),t(i), VP,uMD >, where

e {(c) is the name of the concept being instantiated.

e (1) is the unique identifier of an instance (instance name).

e v P is the set of values for the properties. Each one of the elements is represented
by the ternary function vp(t(p), val), where t(p) is the property name and val is
the value associated to the property for that instance.

e vMD is the set of metadata values associated to the instance. Each one of
the metadata values is represented by a binary function vmd(t(md), val), where
t(md) is the metadata and val is the value set for that geographic instance.

Georeferencing is the set of geographic coordinates of the vertices or planar co-
ordinates in a given coordinate system. Additionally, it has the information of the carto-
graphic projection. It applies only to the geographic instances, not to the concept defini-
tions. The georeferencing information is stored by the metadata, and is thus given to an
instance by the v M D component (association holding between a geographic instance g:
and the metadata).

The set of instances of a concept c is given by [, and thus ¢ € I. Figure 2 shows
graphically the types of instances we can have in our ontology and how one relates to the
other. It is important to notice, however, that GeographicRegion, RegionRepresentation
and Metadata are not concepts described in an ontology, but concepts belonging to the
reference model for matching purposes.

As it is possible to infer, I =< R, {i} >, where R is a new ontology element we
are introducing into our ontology. It represents the region covered by the set of instances
stored in the ontology. Furthermore, it generalizes the metadata values associated to the
instances. The GeographicRegion plays an important role in the matching process for
which this reference model is designed to. Basically, the two main reasons for creating
the notion of geographic region are:
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Figure 2. Types of instances of the geographic ontology reference model

e To create the notion of region similarity, and, as a consequence, to measure how
similar are two ontologies not at the instance granularity, but at the instance set
granularity;

e To accelerate the process of instance similarity assessment by eliminating the pairs
of instances which are geographically disjoint.

3.5. Metadata

As already stated, the metadata class and its instantiation metadaV alues do not rep-
resent concepts and instances defined by the ontology designer. Instead, they provide
additional information about them, such as the coordinate reference system, the projec-
tion scale, the data’s capture date, among others. These information is crucial in the
matching process, in order to avoid incorrect interpretations due to differences on the
metadata. For example, a concept that may be associated to a geometry specialization
of point in a low detailed scale, such as 1:500.000. However, the same concept may be
associated to a polygon concept if in a more detailed scale, such as 1:25.000. The same
applies to instances. The values for an instance’s coordinates vary if are described using
< latitude, longitude > reference system or if they are described using polar coordinate
reference system.

3.6. Operations

In the reference model we are proposing in this research two operations may be performed
over an ontology: the creation/insertion of concepts and the definition of hierarchical
relationships between concepts.

As our target is the matching of two geographic ontologies, it may happen that
at least one of the input ontologies contains only the explicit definition of the instances,
i.e., without the explicit declaration of the concept they instantiate and its structure. In this
case new concepts are added to the input ontology through the information extracted from
the instances. The concept name is obtained from the ¢(c) component of the instance triple
i =<t(c),t(i), VP > (or 4-tuple gi =< t(c),t(gi),V P,uM D > in case of a geographic
instance) and the properties are given by the union of the properties the instances have
values for.

Once the concepts are defined from their instances, it is possible to define their
names (Z(c)) and properties (attributes and relationships between concepts as well), but
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not the hierarchy among them. For that purpose, the operation of taxonomy definition is
performed, consisting on searching into a reference ontology, also defined according to
the reference model proposed here, to identify the hierarchical relationships among the
concepts created for the input ontology.

4. Example of an ontology based on the reference model

In this section we present a geographic ontology we developed based on the reference
model we proposed. The example, however, does not exploit all the expressiveness power
of the reference model, specially in terms of the temporal aspects. Furthermore, the meta-
data do not appear explicitly in the ontology. Figure 3 graphically depicts the concepts
and the instances of the ontology, as well as the properties associated to the concepts. It
is important to notice that both geographic and non-geographic concepts can be defined
using the reference model.

The rectangles with continuous lines represent concepts, the ellipses the properties
representing attributes associated with a concept and the dashed rectangles the instances
belonging to a concept. The arcs linking two concepts correspond to the properties which
represent relationships holding between them, while the isa labeled arrows are the taxo-
nomic relationships (axioms) between two concepts, in which one is the specialization of
the other.

Figure 4 presents the encoding of the example ontology described in a generic lan-
guage, somehow structurally similar to description logics (DL). However, it is important
to clarify that the syntax is completely different from DL and is not from any existing
language. We try to use the DL format with a natural language syntax, just to formalize a
little the ontology.

5. Conclusions and future directions

Ontologies are becoming the standard mean to describe resources to be shared with se-
mantics. With geographic information is not different. Many ontologies are being pro-
posed. However, due to the absence of a wide accepted standard reference model for a
spatio-temporal ontology, the comparison of the concepts and instances of these ontolo-
gies is a very hard, time consuming and error prone task. As these ontologies may be
defined using different models, before matching their concepts and instances, it is neces-
sary to identify the corresponding elements used in their definition and how they relate to
each other. In other words, a meta-matching of the ontologies’ models is needed.

To solve this gap, we proposed here a geographic reference ontology model, for
the specific purpose of geographic ontology matching. By extending the formally de-
fined model it is possible to create concepts, hierarchies, properties and associate them
to concepts and instances, just as for a conventional, non-geographic ontology. Then, we
defined some properties and axioms specific for the geographic field, such as geometry,
spatial relationships (topology, directional and metric), spatial position and temporality.
Finally, we established the association between instances and metadata, which are funda-
mental information for the geographic data. The presented example showed how to use
the reference model to define a geographic ontology.

As future works we plan to develop a more sophisticated ontology based on the
reference model, in order to make use of all its potentiality, including geographic concepts
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and non-geographic concepts, temporal properties and more spatial relationships. We
also plan to use more the metadata component of the instances. Furthermore, the current
reference model allows the definition of temporal concepts, but not temporal properties.
We thus plan to extend it to support temporality for properties.
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C = Road, Street, Avenue, Factory, Industrial District, Building,
Hospital, Temple, School (domain)

Geometry, Line, Polygon, Point (geometry)

P = numLanes,length,isPollutant, numBeds, religion,
education Level, numStudents (conventional)
disjoint, crosses, inside (spatial)
hasGeometry (geometric)
hasLocation (positioning)

A = isa(Polygon, Geometry)
isa(Point, Geometry)
isa(Line, Geometry)
isa(School, Building)
isa(Hospital, Building)
isa(Temple, Building)
isa(Street, Road)
isa(Avenue, Road)
hasGeometry(Road, Line)
hasGeometry(Industrial District, Polygon)
hasGeometry(Factory, Point)
hasGeometry(Temple, Point)
hasGeometry(School, Point)
hasGeometry(Hospital, Point)
crosses(Road, Some(Industrial District))
disjoint(Hospital, Factory)
inside(Factory, Some(Industrial District))
isPollutant(Factory, boolean)
educationLevel(School, String)
numStudents(School, integer)
religion(Temple, String)
numBeds(Hospital, integer)
numLanes(Road, integer)
length(Road, double)
hasLocation(Geometry, double)

1 = instanceO f(poll, Polygon)
hasLocation(poll,’ 45N, 19E,45N12E,47TN12E,4TN10E")
instanceO f(ptl, Point)
hasLocation(ptl,’ 45.5N11E")
instanceO f (pt2, Point)
hasLocation(pt2,’ 45N8.5E")
instanceO f(linell, Line)
hasLocation(hasLocation,’ 45N8E,44N13E")
InstanceO f(AvenidaDoTrabalhador, Avenue)
numeLanes(AvenidaDoTrabalhador, 2)
hasGeometry(AvenidaDoTrabalhador, linel)
instanceO f(Restinga, Industrial District)
hasGeometry(Restinga, poll)
instanceO f(Cavo, Factory)
isPollutant(Cavo, true)
hasGeometry(Cavo, ptl)
instanceO f(ErnestoDorneles, Hospital)
numBeds(ErnestoDorneles, 1111)
hasGeometry(ErnestoDorneles, pt2)
inside(Cavo, Restinga)
crosses(AvDoTrabalhador, Resting)

Figure 4. Example of ontology defined according to the proposed reference
model
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Abstract. The problem of matching strings allowing errors has recently gained
importance, considering the increasing volume of online textual data. In geo-
technologies, approximate string matching algorithms find many applications,
such as gazetteers, address matching, and geographic information retrieval.
This paper presents a novel method for approximate string matching, devel-
oped for the recognition of geographic and personal names. The method deals
with abbreviations, name inversions, stopwords, and omission of parts. Three
similarity measures and a method to match individual words considering ac-
cent marks and other multilingual aspects were developed. Test results show
high precision-recall rates and good overall matching efficiency.

1. Introduction

The problem of matching strings allowing errors and other kinds of discrepancies has
been studied for some time (Navarro 2001), but still presents some interesting and chal-
lenging issues. Its importance is growing, since large volumes of textual data have be-
come available through the Internet. Applications of approximate string matching
nowadays include some important areas in computing, such as information retrieval,
digital libraries, ontology integration and computational biology. In many of those ap-
plications, such tools are needed whenever the input data are uncertain, semi-structured,
or simply reflect the various views people have on their surrounding environment.

Approximate string matching techniques are frequently required in geotechnologies and
in applications that have to deal with much semantic uncertainty. Consider, for instance,
the response of a person to the simple question “Where do you live?” Depending on the
context of the conversation, the answer may be the name of a city, a state, a country, or
even an address, with details such as a house number and a postal code. Anyway, the
description certainly includes references to one or more place names, which can be am-
biguous and contain subtle and misleading errors. Many ambiguities result from the
reuse of the names of places that are famous elsewhere (“Paris, Texas”, as opposed to
“Paris, France”), while errors may be caused by spelling difficulties (place names that
include foreign words or proper nouns), language or local particularities (phonetic al-
phabets and use of accent marks). String matching is also needed in geographic ontol-
ogy integration, geographic information retrieval (Jones, Purves et al. 2002; Borges,
Laender et al. 2007), and other semantic-related subjects.

Our interest in approximate string matching lies on the applications that use place
names and their variations. Since personal names are frequently used as place names,
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our interest extends towards them as well*. Research on retrieval of personal names and
proper nouns is quite active, with many recent works (Barcala, Vilares et al. 2002;
Cohen, Ravikumar et al. 2003; Patman and Thompson 2003; Minkov, Wang et al. 2005;
Christen 2006). Previous work on gazetteers (Souza, Davis Jr. et al. 2005), geographic
information retrieval (Borges, Laender et al. 2003; Delboni, Borges et al. 2007), geo-
coding (Davis Jr., Fonseca et al. 2003) and address matching (Davis Jr. and Fonseca
2007) has shown that the use of approximate matching algorithms can be an important
asset whenever the input data have been manually fed or obtained directly from natural
language text. This work, therefore, presents string matching techniques that seek better
results and more flexibility when dealing with geographic and personal names.

The remainder of this paper is organized as follows. Section 2 introduces the approxi-
mate string matching problem in more detail and discusses existing techniques. Section
3 studies specific aspects of matching personal and geographic names, and presents our
approach to the problem. Section 4 shows experimental results. The paper is concluded
in Section 5, which also presents some of our priorities for ongoing work.

2. Problem statement and related work

The problem of approximate string matching is a traditional one in computer science.
For recent surveys of initiatives on this subject, see (Navarro 2001) and (Christen
2006). In an informal way, approximate string matching corresponds to finding out if a
given string S matches a pattern P, within a given similarity threshold ¢. This threshold
can be given as a maximum number of allowable errors, or as a normalized measure, a
number between 0 and 1, with 0 meaning a mismatch and 1 meaning an exact match.

Since we are interested in personal and geographic names, our review of related work
pays more attention to techniques that work better when both the string and the pattern
are short. Some approximate string matching techniques and algorithms are more suited
to seek the presence of a short pattern in a (presumably long) text. Given the objective
of this paper, we will not discuss this variation further. However, we only point out that
this kind of matching is important for geographic information retrieval, in algorithms
that try to determine the geographic context in a natural-language text, based on land-
mark names and on expressions that indicate locality (Borges, Laender et al. 2007).

More formally, approximate string matching can be stated as in Definition 1.

Definition 1. Let S and P be strings of characters, i.e. sequences of symbols from a
finite alphabet 2. P is called the pattern, against which S will be compared. We say
that S matches P when f(S,P)<5, where f:Zx% —[01] is a distance function,

which quantifies the similarity between S and P and Jis a similarity threshold.

In other words, f indicates how close S is from P. Several metrics have been proposed
for the similarity, depending on the algorithm (Cohen, Ravikumar et al. 2003).

There are two main types of approximate matching techniques: phonetic matching and
pattern matching. Phonetic matching considers the similarity of letters in a string as to
the usual sounds they produce in English, and generates a code from any given word. In

! An assessment of the street names catalog for the city of Belo Horizonte, Brazil, showed that about 67%
of the names have more than one word. Of those, about 65% are references to personal names.
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general, similarly sounding words produce equal codes, but subtle spelling differences
can keep phonetic matching from identifying many similarities. With these and other
limitations, some studies (Zobel and Dart 1995; Christen 2006) have shown that pho-
netic matching is systematically outperformed by pattern matching techniques as to its
matching efficiency, even though phonetic methods tend to run faster. There are also
hybrid methods, combining string distance measures and probabilistic interpretations of
pattern matching results (Pfeifer, Poersch et al. 1996; Cohen, Ravikumar et al. 2003).

Pattern matching relies on comparing characters from each string, to detect points in
common and to quantify their similarity based on that. Some of the most important pat-
tern matching techniques are based on edit distance. One of such techniques
(Levenshtein 1965) determines the total number of operations (insertions, deletions, or
substitutions) required to transform S into P. This number is called the edit distance or
the Levenshtein distance (LD) between S and P. Considering that each operation has a
cost of 1, similarity can be calculated as

LD(S,P)

fo(S,P)=1.0-
o (S,P) max(S} [P

1)
Variations of LD consider the transposition of characters as another operation, with unit
cost, or costs that depend on similarity criteria applied to individual characters (Navarro
2001). For instance, for optical character recognition, the comparison between similar
letters such as “i” and “I” can have a lower cost. For manual input, a lower substitution
cost can be assigned to pairs of letters that are adjacent on the keyboard.

The Levenshtein edit distance algorithm is usually implemented using a matrix
L[S|+1|P|+1] of integers, filled out in a row-wise traversal to the right, as in Eq. 2:

Lio =1
LO‘ = J
L.=<¢""
Wofif _S; =P _then_L;; =L, )
if _S; =P, _then_L,; =min(L_,;,L;;,,L;;,)+1

As a result, LD(S,P) =Ly ;.

changed to a function, it is possible to consider varying costs according to the type of
operation or to the similarity between pairs of characters.

If the “+1” clause at the last row of equation 2 is

Another similarity metric, which is not based on an edit distance model, has been pro-
posed by Jaro and later refined by Winkler (Jaro 1995; Winkler 1999). The Jaro-
Winkler algorithm is bases on the number of common characters and the order in which
they appear, increasing the similarity value in case there is a match on the initial charac-
ters of the string. We decided not to use this metric, partly because some works have
shown that their results are better suited to matching short strings (for instance, last
names) (Cohen, Ravikumar et al. 2003) and because the Levenshtein distance would
suit our ideas for multiword strings better. There is, however, an adaptation of the
Winkler technique in which all possible permutations of the words in a multiword string
are considered (Christen 2006). Our method can deal with inversions, but is able to
avoid performing the permutations, as we will show next.
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3. Matching Personal and Geographic Names

Matching personal or geographic names can be defined as the process of determining,
within a given level of certainty, whether two strings correspond to the same person or
place. Matching names is a challenging task, mainly because of spelling variations and
some widely used practices, such as abbreviation. This is further complicated by the
adoption of different ordering and by the varying importance assigned to parts of the
name, based on cultural differences (Patman and Thompson 2003). Such variations usu-
ally keep exact matches from being effective. Spelling variations are common in per-
sonal names, both in given names and surnames, as well as in cross-language adapta-
tions of place names. For instance, London is referred to as “Londres” in Portuguese,
while “Lisboa” is referred to as “Lisbon” in English. Spelling variations also arise from
the transliteration of words and names from different alphabets, as in Chinese, Russian,
and other languages, to the Roman alphabet. Another source of variations is the inten-
tional abbreviation and inversion of names, as in the indication of authorship in biblio-
graphic references. In such sources, parts of names are also occasionally omitted.

Spelling variations often cause problems when, for instance, names are dictated over the
phone for manual input. Christen (2006) includes both spelling variations and manual
input among the primary sources of errors in personal names. Errors on common words
can be detected using a dictionary, but detecting errors on names requires a different
approach. In spite of spelling and presentation format difficulties, personal names are
frequently used to designate places. Even though we do not have detailed data on that,
we suspect, from personal observation in Brazil and abroad, that personal names are
present on a large share of urban place names. Naming geographic features after people
as a form of homage is an established tradition, hence names such as Magellan strait,
Weddell sea, or Hudson bay, and, more recently, names assigned to features in other
planets, such as Tycho crater, on the Moon, or Maxwell Montes, on Venus.

We observe that personal and geographic names share some common characteristics.
Words are usually small, ranging from three or four characters up to no more than a
hundred characters. Special characters, such as accent marks, are used depending on the
language, and sometimes are omitted. Abbreviations are common, mostly on middle
names. Words can occasionally be inverted or even omitted. Stopwords (such as “of” in
English, or “de” in Portuguese) are often present in full names, but are frequently omit-
ted in practice. Titles or professional descriptions are used along with personal names,
usually preceding them (as in “Presidente Kubitschek”), and titles can also be abbrevi-
ated (“Pres. Vargas”). Such observations are mostly from practice, but we have been
able to confirm most of them during our experiments on preliminary test data.

In the next section, we will present our approach to matching personal and geographic
names, in which we address all of the above characteristics, by adapting existing tech-
niques and adding heuristics of our own.

3.1 Matching single words

For single words matching, we implemented a variation of the Levenshtein edit distance
method. Two word strings are considered to match if their similarity measure f is
greater than a threshold ¢ (Eq. 1). We can determine whether this similarity can be
reached using two pre-tests in sequence. If the difference in length of S and P exceeds
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the allowed number of errors, no further comparison is necessary, and S cannot match
P. In other words, if absQS\ —\P\)/maxQS, P))>1.0-¢ there is a mismatch on the basis of

the length test. The other test is based on the bag distance (Bartolini, Ciaccia et al.
2002), a linear-time test that generates a lower bound for the edit distance. If we put
together two sets of individual characters, X and Y, each of which formed with the char-
acter from S and P, respectively, then bag(S, P) = max(X - Y|,|Y - X|), where the minus

sign indicates the set difference operation. It has been shown that bag(S,P) < LD(S,P),
and therefore we can discard the possibility of a match whenever
bag (S, P)/max(|S,|P|) >1.0—5\ (bag test) (Bartolini, Ciaccia et al. 2002). The bag test

allows us to discard mismatches before determining the actual edit distance at a much
higher computational cost, as shown next.

Our variation of the Levenshtein edit distance calculation consists in incorporating a
practical scheme for matching accent-marked letters and special characters. Characters
are organized into groups, so that characters belonging to the same group are considered
to match, as formally described in Definition 2.

Definition 2. Let ¢; and c; be two characters from the alphabet 2, and let g1, g2, ...,
gn be n sets of at least 1 character, in which g, ng, =@,Vi= j. We say that ¢,

matches ¢, under g; when there is a group g; which contains both ¢; and c;, i.e.,
gi
¢,=C,<=0;> {CI’CZ}

Thus, equivalent characters are organized into groups, as shown in Table 1. This strat-
egy allows us to prepare several sets of groups, according to the requirements of a
matching effort and the characteristics of source and pattern data. For instance, case-
sensitive groups, phonetic groups, or accent-mark-sensitive groups can be prepared and
used with no code modification. Figure 1 shows examples of case- and accent-mark-
sensitive (a) and insensitive (b) matching using the Levenshtein matrix, in the compari-
son of the names of two Brazilian cities, Paranagué (PR) and Paranapud (SP).

Table 1 - Groups of characters

Id Group Id Group
L1 a,4,43,44a ul AAAAAA
L2 e é &8 é U2 E E EEE
L3 i, U3 LT
L4 0,0,6,0,06,0 u4 0,0,06,0,06,0
L5 u,0,u,0,0 us uU,0,0,0,0
L6 n, fi u6 N, N
L7 c, ¢ u7 C,C
one group for each consonant one group for each consonant
(lowercase) (uppercase)
P a r a n a g u a P a r a n a g u a
0|1 2 3 4 5 6 71 8 9 0|1 2 3 4 5 6 7 8 9
P 1 0 1 2 3 4 5 6 7 8 P 1] o 1 2 3 4 5 6 7 8
a 2 1 0 1 1 2 2 3 4 4 a 2 1 0 1 1 2 2 3 4 5
r 3 2 1 0 1 2 3 3 4 5 r 3 2 1 0 1 2 3 3 4 5
a 4 3 1 1 0 1 2 3 4 4 a 4 3 1 1 0 1 2 3 4 5
n 5 4 2 2 1 0 1 2 3 4 n 5 4 2 2 1 0 1 2 3 4
a 6 5 2 3 1 1 0 1 2 2 a 6 5 2 3 1 1 0 1 2 3
P 7 6 3 3 2 2 1 1 2 3 P 7 6 3 3 2 2 1 1 2 3
u 8 7 4 4 3 3 2 2 1 2 u 8 7 4 4 3 3 2 2 1 2
a 9 8 4 5 3 4 2 3 2 a 9 8 4 5 3 4 2 3 2
(a) fip =0.89 (b) flp =0.78

Figure 1 - Accent-mark-insensitive (a) and sensitive (b) edit distance
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In the definition of the groups and in the implementation, we used the Unicode standard
set of characters. Notice that most information retrieval and text mining efforts usually
pre-process the input strings, eliminating uppercase characters, accent marks and other
special characters. We decided not to do so, since uppercase is often used as a way to
distinguish proper nouns, and since accent marks can be decisive in determining a
match, depending on the language.

One possible difficulty in using our method is the determination of the similarity
threshold o. We can understand more easily how to choose a value for ¢ if we think in
terms of number of allowable errors. Considering S and P to have the same length, the
maximum (integer) number of allowable errors is equivalent to \_(1.0—5)-|S|j. In order

illustrate that, we performed a frequency distribution analysis of word lengths in a data
set containing 9,222 personal names, extracted from BDBComp (Brazilian Digital Li-
brary on Computing)?. After separating 26,924 words from names, we observe that most
names have between two and four words. Almost 75% of them have between 4 and 9
characters (Table 2). The large number of 1-character words reflects the use of abbre-
viations in BDBComp. Therefore, using a threshold 6= 0.75, it means we allow for a
maximum of one error in a 4- to 7-letter word, and 2 errors for a 8- to 11-letter word.
This threshold seems adequate for personal names, and is left here as a suggestion. In
our method for multiword matching, presented in the next section, this threshold applies
to individual words taken separately, not to the full string.

Table 2 — Frequency distribution of BDBComp name lengths and number of words

Length # names % # words #names %
1 4383 16,3 2 3894 42,2%
2 1377 51 3 2922 31,7%
3 469 1,7 4 1760 19,1%
4 2080 7,7 5 553 6,0%
5 4688 17,4 6 81 0,9%
6 4727 17,6 7 11 0,1%
7 4638 17,2 8 1 0,0%
8 2587 9,6 TOTAL 9222 100,0%
9 1281 4,8
10 426 1,6
11 182 0,7
12 52 0,2
13 19 0,1
14 8 0,0
15 7 0,0

TOTAL 26924 100,0

3.2 Matching multiword strings

The first step for matching multiword strings is dividing them into words, using
whitespace characters as delimiters, such as blanks, hyphens and other symbols. Points
are preserved as the last character in the preceding word, since they can indicate abbre-
viations. We can also opt to preserve or to eliminate stopwords. Stopwords constitute
another way to differentiate between very similar names, and therefore we prefer to
preserve them in most situations. However, some sources intentionally leave them out,
as in the case of names in bibliographic references, so our implementation allows treat-
ing or discarding stopwords as an option. Our matching strategy then proceeds in four
phases: (1) checking for standard abbreviations, (2) checking for non-standard abbrevia-
tions, (3) word-by-word matching and (4) verifying inversions.

2 http://www.Ibd.dcc.ufmg.br/bdbcomp/bdbcomp.jsp
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First, each word in the string is tested against a list of known abbreviations. The list
contains pairs of the type <abb, val>, where abb is the standard abbreviation (for in-
stance, “Pres”), and val is its meaning, spelled completely (as in “President”). If an ex-
act match is found between a word in S and an abbreviation from the list, it is replaced
by its full spelling. Our intention is to expand abbreviated titles, which are quite com-
mon preceding personal names and in some kinds of place names, to their full descrip-
tion. We do not expect to find many false matches, i.e., words that coincide with stan-
dard abbreviations but have a meaning of their own (as in someone whose name is
“Pres”). The possibility of such coincidences should be assessed by the user, who could
then leave conflicting abbreviations out of the list.

Next, non-standard abbreviations are verified. Candidates are 1-character capitalized
words and words that end with a point. Such abbreviations are compared to each word
in the pattern, and a similarity measure is then calculated as the number of matching
characters of the abbreviation S[i] divided by the number of characters in the candidate

word from the pattern P[j], where X[k] denotes the k™ word of string X (Eq. 3).

fNSA(S[i]l P[J]) :M (3)

PLi]

Unless the similarity threshold is set too low, any non-standard abbreviations in S will
not find a match with regular names. We assume, heuristically, that the abbreviation has
been used in order to save space or typing effort; therefore, we expect a large difference
in size between the abbreviated word and its expected match in the pattern. On the other
hand, it is likely that a non-standard abbreviation will reproduce the first characters
from the corresponding word. We consider this case to be a match if all the characters
in the abbreviated word are equal (i.e., no approximation is allowed) to the same num-
ber of characters at the beginning of the pattern word, which is where the characters that
form an abbreviation are usually taken from. Even though in most cases name abbrevia-
tions involve simply an initial, with this heuristic we expect to be able to match unusual
abbreviations or abbreviations that have been left out of the standard list.

In the third stage, we perform word-by-word matching, using a strategy that is similar to
LD calculation (Eg. 2), modified to allow for inversions and to provide a similarity
measure. Our matching algorithm uses a matrix WHS\W,\P\W], where |X| ~denotes the

number of words in string X. The matrix is filled out in a row-wise traversal to the right,
making W, ; = f»(S[il, PLj]) if S[i] is a regular name, or W, ; = T (S[L PLi]) if S[i] is
a non-standard abbreviation. The value of f_p is determined using the process described
in the previous section. When SJi] is a name, after each row i is complete, we identify
the column j at which the value of the similarity function is maximum. If this value ex-
ceeds the similarity threshold o, a match exists between S[i] and P[ j]. For the process-
ing of the next row, the word P[j] is left out of the similarity comparisons if the match
was exact. At the end of the process, we select the best match for each word in the pat-

tern, considering a valid match only when (1) the similarity threshold has been reached,
or (2) there is a match with a non-standard abbreviation.

Denoting as v the number of matching words, we propose three similarity measures for
multiword string matching. The first, fyw, is calculated dividing the sum of the similar-
ity values found for each matching word by the number of matching words, giving an
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idea about the average similarity of words in each string (Eq. 4). The second, fym, indi-
cates the fraction of the words from the pattern for which a match has been found (Eq.
5). The third measure, finy, indicates the occurrence of inversions, and is calculated as
follows. The order in which words from the string match words from the pattern is gen-
erated and analyzed, counting the number of times in which the sequence is broken. The
finzv similarity is then calculated by establishing a penalty for each inversion, corre-
sponding to the number of inversions (n;) divided by the number of matching words

(Eq. 6).

IPly [ Isl,,
> max(f.o (STi1, PLID), s (SIi1, PLID)
fuw (S, P) = v (4)
fVM (S: P) =msv—P) (5)
f,., (S,P)=1.0 —”7' (6)

The similarity values can be used separately or combined with a weighted average.
Weights are assigned according to the characteristics of the matching effort. For in-
stance, when matching full names to bibliographic references, inversions are expected,
so the inversion index can receive a lower weight than the other two measures. Equation
7 shows the calculation of the overall similarity f, where wuw, Wywm, and wny are respec-
tively the weights for word, valid matches, and inversions, and w,,, +w,, +w,, =1.

f(S,P) =Wy fuw (S, P) + Wy iy (S, P) + Wiy iy (S, P) (7)

Figure 2 shows the comparison of two names, considering ¢ = 0.75, case- and accent-
mark-sensitivity. In the first row, the only the first words match, with a similarity of
0.857 (one error in seven characters). The other words from the pattern do not match the
first word from the string; a similarity measure does not have to be calculated, since the
comparisons fail either the length test or the bag test. Further comparisons only have to
be made on “Antdnio”, first word from the pattern, if an exact match has not been
found. In the second row, “C.” is a non-standard abbreviation, and is compared against
each word from the pattern. A match occurs with “Carlos”, for which “C.” is a possible
initial. However, “Carlos” is not taken out of future comparisons, since a better match
can occur with some other word. In the remaining two rows, the edit distance has to be
calculated only twice. Since all words from the pattern found a match, fyy = 1.0, and fuw
= 0.706, the average of the values in bold in Figure 2. Matches are in order (1<2<3<4),
so finv = 1.0 also.

Antonio Carlos de Souza
Antonio 0.857 * *x *
C. *x 0.167 0.000 0.000
de *% *% 1000 *%
Sousa * * il 0.800

(*) discarded: bag test; (**) discarded: length test; (***) discarded: previous match
Figure 2 -- Multiword string matching example

Figure 3 shows a similar example. The value for fyw is 0.664, indicating a penalty for
the unmatched second name. The value for fyy is now 0.75, for three matches out of
four words. No inversions are found (1<3<4), so fjnv = 1.0.
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Anténio Carlos de Souza
Antonio 0.857 * ok ”
Coelho * * *% *
de i *x 1.000 o
Sousa * * Xk 0.800

(*) discarded: bag test; (**) discarded: length test; (***) discarded: previous match
Figure 3 — Another multiword string matching example

Figure 4 shows an example in which stopwords have been omitted from the string, but
are present on the pattern. There are also inversions, as in a bibliographic citation. The
value of fuw is 0.278, a low value caused by the uncertainty associated with the match-
ing of the initials. Since there are again three matches in four words, fyy is 0.75. One
inversion is found (4>1<3), so fiyv = 0.67.

Antonio Carlos de Souza

Sousa *x * xk 0.800
A. 0.143 0.000 0.000 *x

C. 0.000 0.167 0.000 0.000

(*) discarded: bag test; (**) discarded: length test; (***) discarded: previous match
Figure 4 -- Matching with inversions

Similarity values can be used to rank the strings against the pattern, either individually
or by combining the measures, as in Equation 7. Table 3 shows the overall similarity

values for the three examples, considering equal weights for w,,, , w,, and w,, .
Table 3 — Similarity values compared
fMW fVM fINV f
Antonio C. de Sousa 0.706 1.000 1.000 0.902
Antonio Coelho de Sousa 0.664 0.750 1.000 0.805
Sousa, A. C. 0278 | 0750 | 0670 | 0.566

4. Experimental results

We performed two experiments to assess the efficiency of the proposed method. One
compared a bibliographic database to a list of personal names from a Web page, and the
other compared manually input street names to an official thoroughfare catalog.

4.1 First experiment: personal names

A list of 85 personal names of Brazilian researchers on Computer Science has been ex-
tracted from a Web page in which the results of a grant bid (Edital 01/2007°) were pub-
lished. Names from this list were compared against 9,222 author names from the al-
ready mentioned Brazilian Digital Library on Computing (BDBComp), which currently
holds data on over 5,200 works published in national journals or conferences. Since
both sources contain names of people from the same research community, we expected
many matches, i.e., people that received a grant would probably have some paper pub-
lished in a Brazilian journal or conference. Since CNPq names probably came from the
Brazilian national curriculum vitae database, we expected full correctness, because
names are ultimately input by the researchers themselves. Manual inspection showed

*http://efomento.cnpg.br/efomento/divulgacao/divulgacaoResultados.do?metodo=propostas
&codigoLinhaFomento=58&seqChamada=17&idComite=CC
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several minor and possibly intentional accent mark oversights, but no abbreviations. In
BDBComp, however, abbreviations are common, since it is a bibliographic database.

CNPqg names were matched against BDBComp names under the following setup: (1)
inversions were not considered (fiyv = 1.0 in all comparisons), (2) stopwords, accent-
mark- and case-sensitivity were enabled, and (3) 6 = 0.85. An overall similarity value
f(S,P) was calculated as the simple mean of fyw, fum and finy. Matches found were then
manually checked for false positives and false negatives. Results were summarized us-
ing the precision and recall metrics from Information Retrieval (Baeza-Yates and
Ribeiro-Neto 1999). Figure 5 shows a precision-recall graphic with (S, P) varying from
0.70 to 1.00. Precision indicates the percentage of correct matches within all matches
obtained, while recall indicates the percentage of expected matches that was achieved
by the method. Notice that, as the threshold increases, precision rises (i.e., only closer
matches are accepted), but recall drops.

100] o = - = . = -
80 - f(S, P) Precision | Recall
E threshold (%) (%)
g 60| 0,70 97,3 93,4
S 0,75 98,6 92,1
2 0,80 98,5 84,2
o 40
e — 0,85 100,0 77,6
—&— Precision
" Recall 0,90 100,0 72,0
0,95 100,0 67,1
1,00 100,0 67,1
0 ‘ ‘ ‘ ‘ ‘ ‘
07 075 08 08 09 095 1
Overall threshold

Figure 5 - Precision/recall results

Considering f(S, P) as a similarity measure, we allowed as many matches names within
BDBComp as possible, within the threshold. With this, in most cases multiple matches
were obtained. In the lower threshold experiments, some names correctly matched as
many as seven BDBComp names, indicating the occurrence of many spelling and ab-
breviation variations of the same person’s name in BDBComp. Figure 6 shows the
variation of the average number of correct and incorrect matches per CNPg name.
These results indicate that our method could be used to cluster variations of the same
name in BDBComp, thus improving the results of author queries to the digital library.

(S, P)
threshold | Correct | Incorrect
0,70 2,77 0,89
0,75 2,77 0,41
0,80 2,38 0,05
0,85 2,08 0,00
0,90 1,69 0,00
0,95 1,22 0,00
1,00 1,20 0,00

Figure 6 — Average number of correct and incorrect matches per name
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4.2 Second experiment: geographic names

In a second experiment, we compared a set of a hundred street names against Belo
Horizonte’s official thoroughfare catalog. The street names were randomly selected
from a list of 4,700 manually typed records, as part of a data collection effort. Street
names from the list included many problems for geographic name matching, such as
abbreviations, omission of parts, and misspellings. All selected street names and were
manually geocoded by technicians from PRODABEL, the municipal IT company, who
have much experience with local place names. They were allowed to use other data to
resolve ambiguities manually. As a result, 87 of the 100 street names were recognized,
while the remaining 13 either were unrecognizable, or from nearby cities.

Street names were then matched against the thoroughfare catalog using our method,
with case- and accent-mark insensitiveness, stopwords and abbreviations considered,
inversions allowed, and ¢ = 0.85. We used the full street name string, including the
thoroughfare type (“Rua”, “R.”, “Av.”, and so on). Under these parameters, 62 of the 87
names were matched correctly, and only 4 were incorrect matches. We achieved a pre-
cision of 94% and a recall of 71%, which is similar to the results in Figure 5, but pars-
ing out the thoroughfare type should lead to better results. However, if we considered
only the street name, and allowed for case and accent marks, only 32 correct matches
would remain, and the recall rate would drop to 35%. Allowing for approximate word
matches, inversions, and abbreviations doubled the recall rate in this experiment.

5. Conclusions and future work

Approximate string matching for personal and geographic names is an important and
useful technique, with applications in geographic information science, information re-
trieval, and other areas. We are particularly interested in using the proposed method for
multilingual gazetteers, geocoding, geographic information retrieval, and records link-
age. The adaptations we propose for individual word matching considering case- and
accent-mark-sensitivity can also be used in applications such as multilingual ontology
integration and natural language processing.

Our experiments, although preliminary, have demonstrated the validity of the proposals
and ideas presented in this paper. We consider this line of work promising, even though
more tests with a larger volume of data are required, in order to adequately assess the
computational efficiency of the method and to compare it to other proposals. An ex-
periment in records linkage, involving large volumes of data from the health sector, is
being prepared. The integration of the techniques presented in this paper to a previous
work (Davis Jr. and Fonseca 2007) is also planned.
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Abstract. In this paper we are interested in storing and perform OLAP queries
about various aggregate trajectory properties. We consider a data stream en-
vironment where a set of mobile objects send the data about its location in a
irregular and unbounded way, the data volume is stored in a centralized and
traditional DW with pre-computed aggregations values (preserving the trajec-
tories privacy). We present an application developed to receive the stream data
set, to store and compute the pre-aggregation values and to present final results
in order to reveal the knowledge about the trajectories.

1. Introduction

The data warehouse traditional model can be resumed as a subject-oriented data collec-
tion integrated from various operational databases. On a data warehouse model, the data
are summarized and aggregated in a multidimensional way in order to facilitate access
and data analysis. A Data warehouse provides an integrated environment by extracting,
filtering, and integrating relevant information from various data sources. A Data Stream
environment presents some characteristics that may improve the difficulty to build and
maintain a data warehouse. The data arriving on an unpredictable and continuous rate,
the larger data volume and the resource constraints (memory, processing) are some of
these main characteristics. The data warehouse traditional model must be adapted in or-
der to work in agreement with these constraints.

The development of new technologies for mobile devices and low-cost sensors re-
sults in the possibility of storing larger data volumes about trajectories of moving objects.
These data volumes could be stored on a multidimensional model in order to allow an
accuracy analysis, it can be defined as a trajectory data warehouse. The goal is to store,
manage and analyze the trajectories data in a multidimensional way. The trajectory can
be represented by position (X and Y) and time data. A set of observations represents
data about several moving objects positions. The trajectory data warehouse has two main
problems: the loading phase and the computing of measures. The trajectory data of mov-
ing objects arrive in an unbounded and unpredictable way, it is a characteristic that must
be considered in the building of a multidimensional data warehouse model. The loading
phase has to receive and process the data volume considering the available resources and
the irregular rate of arriving the data. We consider a data warehouse model where the
identifier of the trajectories is abstracted in favour of aggregate information concerning
global properties of a set of moving objects. The aggregated information stored in each
cell of the DW model can be used to reveal knowledge of the objects. It can be done
by the usage of the OLAP operators, these results can be used as input for subsequent
analyses.

61



IX Brazilian Symposium on Geol nformatics, Campos do Jordado, Brazil, November 25-28, 2007, INPE, p. 61-72.

In this paper we present an application developed to receive the stream data set,
to store and compute the pre-aggregation values and to present final results in order to
reveal the knowledge about the trajectories. This application works in a data stream en-
vironment, it can receive the data stream volumes (loading phase), compute and store
the aggregation values (computing measures phase) in a trajectory data warehouse. The
application was built considering the model proposed in [Braz et al. 2007], we have used
a traditional DW system in order to store the Trajectory DW. In the Section 2 we present a
briefly review about Trajectory DW model, the main problems and the DW model used in
order to store the trajectories are also presented. The application is detailed in the Section
3. Finally, in the Section 4 we draw some conclusions and possible future research topics.

2. The Trajectory DW Model

There are some proposals of spatial data warehouses
[Han et al. 1998],[Rivest et al. 2001],[Marchant et al. 2004],[Shekhar et al. 2001],

but none of these proposals work with objects moving in a continuous way in time.
However, in the building of a warehouse for trajectories, it is a crucial issue. The
movement of a spatio-temporal object o - i.e., it trajectory - can be represented by a
finite set of observations,i.e. a finite subset of points taken from the actual continuous
trajectory. This finite set is called a sampling.

= 120 .2

Figure 3. Interpo-

Figure 1. Trajec- Figure 2. Linear lated trajectory
tory with a sam- interpolation with spatial and
pling temporal points

The Figure 1 represents a trajectory of a moving object in a two dimensional space.
Each point of the trajectory is represented by a tuple (id, x, y, t) corresponding to an object
id in a location (x, y) at time z. There are some situations where we have to reconstruct
the trajectory of the moving object from its sampling, e.g., when one is interested in
computing the cumulative number of trajectories in a give area. In [Braz et al. 2007] the
proposal is to use linear local interpolation in order to do it, assuming the movement of
the objects between the observed points happens with constant speed, in a straight way. A
Trajectory Data Warehouse (TDW) has to capable to store a stream of samplings, process
the data volume, compute and store the measures in order to provide an environment to
analyze the information about the objects. The aggregations measures are crucial in order
to do it. However, in a data stream environment, where the data arrive in an irregular and
unpredictable way it is specially difficulty. In the loading phase the available resources
are a very important constraint, it is necessary to develop some mechanism in order to
limit the consumption of the resources and to improve the performance of the process.
Besides, there is another important phase: computing measures, several measures can be
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computed in agreement with different complexity spaces. Therefore, the TDW must be
modeled considering all these issues. In this application we have used the model proposed
in [Braz et al. 2007].

2.1. Loading Problem

The loading begins at the base cells of the base cuboid, with suitable sub-aggregate mea-
sures, from which starting to compute super-aggregated functions. Considering the data
stream characteristic, we have to limit the amount of buffer memory needed to store in-
formation about active trajectories. In agreement with [Braz et al. 2007] we consider a
trajectory ended when, for a long time interval, no further observation has been received.
Given the observations for a trajectory shown in the Figure 1, a possible reconstructed
trajectory using linear interpolation is shown by the Figure 2, where we also illustrate
the discretized 2D space. With the linear interpolation is possible to infer additional
spatio-temporal locations of intermediate points, these points occur between two known
trajectory observations. Updating the data warehouse on the basis of each single observa-
tion, the measures (M, . . ., My), possibly corresponding to the four observations of our
example, the Table 1 shows the base cells.

Table 1. Cells representation - for each observation

| Timelabel [ X | Y | T [M]|..|M]
10 [30,60) | [30,60) | [0,30)

65 [60,90) | [30,60) | [60,90)

75 [90,120) | [90,120) | [60,90)

120 [120,150) | [90,120) | [60,120)

Table 2. Sequence of segments composing the interpolated trajectory, and the
base cells that completely include each segment.

(t,t) | X | Y | T [ M|..|M]
(10,30) [30,60) | [30,60) | [0,30)
(30,32) [30,60) | [30,60) | [30,60)
(32,60) || [90,120) | [30,60) | [30,60)
(60,65) || [90,120) | [30,60) | [60,90)
(65,67) || [90,120) | [30,60) | [60,90)
(67,70) | [90,120) | [90,120) | [60,90)
(70,73) [/ [120,150) | [90,120) | [60,90)
(73,75) || [120,150) | [120,150) | [60,90)
(75,90) || [120,150) | [120,150) | [60,90)
(90,99) | [120,150) | [120,150) | [90,120)
(99,120) || [150,180) | [120,150) | [90,120)

Before the interpolation some base cells could be traversed by the trajectories but,
since no observation falls in them, they not appear in the fact table, the solution proposed
in [Braz et al. 2007] is to consider the additional interpolated points for each cell traversed
by a trajectory. The interpolation is computed considering the intersections between the
trajectory and the border of the spatio-temporal cells. The Figure 3 shows a trajectory
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considering the additional interpolated points. The interpolated points, associated with
temporal labels 30, 60, and 90, have been added to match the granularity of the temporal
dimension. In fact, they correspond to cross points of a temporal border of some 3D cell.
The points labeled with 32, 67, 70, 73, and 99, have been instead introduced to match the
spatial dimensions.

After the including of these additional interpolated points, we have further 3D base
cells in which we can now store significant measures associated with the trajectory of the
given object. The new points subdivide the interpolated trajectory into small segments,
each one completely included in some 3D base cell. Therefore we can now update a cell
measure on the basis of a single trajectory segment. The Table 2 shows the sequence of
edges composing the interpolated trajectory of Figure 3, and the base cell which the edge
belongs to.

2.2. Aggregation Problem

A typical measure in a trajectory data warehouse can represent any interesting prop-
erty about the trajectories in a spatio-temporal interval. In [Gray et al. 1997] the authors
present a classification of aggregate functions based on the space complexity for comput-
ing a super-aggregate starting from a set of sub-aggregates previously computed:

e Distributive: The super-aggregates can be computed from the sub-aggregates.

e Algebraic: The super-aggregates can be computed from the sub-aggregates to-
gether with a finite set of auxiliary measures .

e Holistic: The super-aggregates cannot be computed from the sub-aggregates, not
even using any finite number of auxiliary measures.

Table 3. Numeric measures

ml | numobs Number of observations in the cell

m2 | trajinit Number of trajectories starting in the cell
m3 | presence Number of trajectories in the cell

m4 | distance | Total distance covered by trajectories in the cell
mS5 | speed Average speed of trajectories in the cell

m6 Umaz Maximum speed of trajectories in the cell

The Table 3 shows the measures that are considered in the application. The com-
putation of the super-aggregates for the measures ml, m2, m4 and m6 uses distributive
aggregate functions. After the loading of the base cells with the exact measures is possi-
ble to accumulate the measures by usage the function sum (m1, m2 and m4) and max (m6).
However, the super-aggregate for the measure m5 is algebraic, it is necessary to compute
an auxiliary measure in order to compute the aggregate function. A pair (distance, time)
must be considered, where distance is the measure m4 and time is the total time spent by
trajectories in the cell. For a cell C arising as the union of adjacent cells, the cumula-
tive function performs a component-wise addition, producing a pair (distancey, timey),
therefore the average speed in C is computed by distance/times. The aggregate func-
tion for m3 is holistic, then is necessary to compute the measure in an approximated
way. In this application we have used the approach presented in [Braz et al. 2007], the
approach will be presented in the following.
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The Presence function represents the count of the distinct trajectories crossing a
given cell. Since this function has to deal with the issues related to counting distinct tra-
jectories, it is a sort of COUNT_DISTINCT () aggregate, and thus a holistic one. We
exploit alternative and non-holistic aggregate functions to compute Presence values that
approximate to the exact ones. These alternative functions only need a few/constant mem-
ory size for maintaining the information — i.e., the M-tuple — to be associated with each
base cell of our data warehouse, from which we can start to compute a super-aggregate.
The two approximate functions we will consider are the following:

1. Presence p;sirivutive: We assume that the only measure associated with each base
cell is the exact (or approximate) count of all the distinct trajectories crossing the
cell. Therefore, the super-aggregate corresponding to a roll-up operation is sim-
ply obtained by summing up all the measures associated with cell. This aggregate
function may produce very inexact approximation of the true Presence. Because
we may count multiple times the same trajectory. We do not have enough infor-
mation in the base cell that permit us to perform a count distinct when rolling-up.

2. Presence gigepraic: Each base cell stores an M -tuple of measures. One of these is
the exact (or approximate) count of all the distinct trajectories touching the cell.
The other measures are used when we compute the super-aggregate, in order to
correct the errors introduces by function Presence p;striputive due to the duplicated
count of trajectory presences.

More formally, let C,, , be a generic base cell of our cuboid, where z, y, and
t identify intervals of the form [/, u), in which we have subdivided the spatial
and temporal dimensions. The associated measures are thus C, , ;.presence,
Cpyi-crossX, Cyyi.crossY,and Oy y 4.crossT.

Cy y+-presence is the count of all the distinct trajectories crossing the cell.

Cy yt-crossX is the number of distinct trajectories crossing the spatial border be-
tween Cy s and Cyyq 4.

Cy yt-crossY is the number of distinct trajectories crossing the spatial border be-
tween C,, ; and Cy 41 4.

Finally, C, , ;.crossT is the number of distinct trajectories crossing the temporal
border between Cy, , ; and Cy 11 1.

In order to compute the super-aggregate corresponding to two adjacent cells with
respect to a given dimension, namely C,/ v = Cy s U Cyi1 4+, WE can compute
it as follows:

Presence gigebraic(Cryt U Cot1yt) = (1)
= Cyp 4 p.presence =

= Cpyt.presence + Cyy1yi.presence — Cyyyp.crossX

Moreover, if we need to update the other measures associated with the C, .+ for
subsequent aggregations, we have:

Oyt gy pr.cr05sX = Cypy1y4.cross X

Oyt gy pr-crossY = Cy oy 4.cr058Y + Cypyq g ¢.crossY
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Oyt oy r.cr08sT = Cpyy 4.cr7088T + Cpi1 4y t.crossT

Then, the idea is to compute a holistic measure by the usage of the distributive and
algebraic measures. Therefore, the final result of the measure is an approximated value,
computed in agreement with the limited resources presented in a data stream environment.

3. The Application

We have developed our application using the synthetic datasets generated by the traffic
simulator described in [Brinkhoff 2000]. These data are stored in the Trajectory Data
Warehouse (TDW) model presented in the Section 2. The measures stored in the TDW
can be used to discover interesting phenomena of the trajectories. The application tries to
solve the both problems: loading and aggregation, which were presented in the Section
2.1 and 2.2.
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Figure 4. Results Interface

The Figure 4 shows the interface where is possible to visualize the values of the
measures computed considering a cell selected by the user. The result presents the evolu-
tion of the values of measures in a range of time, in the same visualization is possible to
define different values of roll-up operations. The roll-up operation can be defined by the
usage of the slider controls over the map, a more detailed explanation will be presented
in the next sections.

The TDW was implemented in a traditional data warehouse tool, we have used
the MS SQL SERVER 2005. The TDW was modeled in agreement with the star model
[Kimball 1996], with a fact table and three dimension tables (X and Y spatial dimensions
and T temporal dimension). The structure of these tables can be found in the Tables 4,
5 and 5. The Figure 5 shows a schema of the our application: a bottom level where is
the TDW and the buffer table; and a first level where works the loading and aggregation
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Figure 5. Application Schema

components. The arrows represent the data communication among the components, these
components will be described in following sections. The application was built with the
Visual Basic language, the application allows the user to access the DTW. A lot of settings
can be done: the definition of the level of the granularity of the trajectory data warehouse,
to control the loading of the TDW and computation of the measures and aggregations are
some of the possibilities of the usage.

Table 4. Fact Table

tid time foreign key
xid X spatial foreign key
vid Y spatial foreign key
numobs Number of observations in the cell
trajinit Number of trajectories starting in the cell
vmax Maximum speed of trajectories in the cell
distance | Total distance covered by trajectories in the cell
time Total time spend by the trajectories in the cell

presence | Number of trajectories in the cell - distributive
xborder | Number of trajectories crossing the x cell border
yborder | Number of trajectories crossing the y cell border
thorder | Number of trajectories crossing the t cell border
speed Average speed of trajectories in the cell

Each tuple stored in the fact table represents a summarization of the measures that
are delimited by the borders of the cell. The base cell are delimited by the tid, xid and
vid values. The measures presented in the Table 4 are detailed in the Section 2.2. The
measures presence, xborder, yborder and tborder are necessary in order to compute the
holistic presence measure. These measures are specially important when is necessary to
compute the roll-up operations, this procedure will be explained in the Section 3.2.
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Table 5. X or Y Dimension Table Table 6. T Dimension Table
xid primary key tid primary key

xl1 | first level of hierarchy tl1 | first level of hierarchy
x[2 | second level of hierarchy t12 | second level of hierarchy

3.1. Loader Component

The loader component also is responsible by the settings of the environment in order to
receive the data volume. This component loads the data volume into a buffer table (see
Table 7). We are considering that this process happens in an unpredictable and unbounded
way, therefore we have to store packages of data into a buffer table. This procedure
permits to release space in the buffer table, it can be done by the exclusion of the tuples
of the trajectories ended.

Table 7. Buffer Table

oid Object Identifier

xvalue X spatial value

yvalue Y spatial value

tvalue T time value
dift Time variation between two consecutive positions
difx X spatial variation between two consecutive positions
dify Y spatial variation between two consecutive positions
dist Distance covered between two consecutive positions
vel Speed between two consecutive positions

idrow Identifier of the row

timestamp Timestamp of the observation

Through the loader component is possible to define the details of the environment
and to compute the interpolation procedure. In order to compute the interpolation and to
load the TDW 1is necessary to define two very important parameters:

e Granularity level
e Dimension hierarchical level

The definition of the granularity level is necessary in order to define the regular
grid which divides the spatio-temporal environment. This procedure is done before the
loading the TDW, because in the TDW schema we have computed the measures for each
cell. Therefore, the definition of the cells is the first step in the loading process. After the
definition of the granularity level is possible to define the hierarchy level of the dimension
tables, this procedure also can be done by the loader component.

The Figure 6 shows a visualization of the interface available in order to define
those settings. These procedures are executed just one time, before the beginning of the
loading the data warehouse. After the definition of the settings explained above, the in-
terface permits to start the process of the receiving the data stream values and loading
the TDW. The Algorithm 1 presents the basic procedures in order to complete the loader
process, where C,,, represents the current base cell, C,,., the previous base cell stored
in the buffer related to the same trajectory, and I P represents the set of base cells com-
puted by the interpolation process. Using the setting values already defined, the loader
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Figure 6. Loading Settings

Algorithm 1 Loading
Input: {Stream SO of observations - id, x, y, t}
Output: {Fact Table FT}
FT «—— 0
buf fer «— 0
repeat
obs «—— next(S0O)
Ceur «— findCell(obs.z, 0bs.y, 0bs.t)
if obs.id & buf fer then
insertbuf fer(obs.id)
end if
Cprev <— findCell(obs.x, 0bs.y, obs.t)
IP — interp(Ceur, Cprev)
ct«+— 1
repeat
if IP[ct] ¢ FT then
insert(IPlct], FT)
else
update(IP[ct], FT)
end if
ct—ct+1
until ¢t < I P.numpoint
until
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component gets the active values in the buffer table and performs the procedures in order
to load the TDW. In the Section 2.1 we have described the concept of interpolation used
in order to load the TDW. The buffer table is used in order to implement that procedure.
For each active row of the buffer table the application has to find the related cell in the
TDW. If exists a row in the fact table for that cell, the values of distributive measures (e.g
numobs, trajinit) can be updated, else a new row will be inserted in the fact table. It is the
procedure when is not necessary to compute the interpolation. However, there are some
measures which is necessary to compute the interpolation. In this case the procedure must
use the identifier of the active trajectories, their last processed point, the cell such point
belongs to, and the speed in the segment ending at such a point. Using that set of values is
possible to determine the additional points in order to represent the intersections among
the trajectory and the borders of the cells. The additional points can be computed con-
sidering the constant speed of the trajectory and the spatio-temporal granularity. In the
Algorithm 1, the functions interp is responsible to compute the additional points of the
interpolation process. For each new point computed by the interpolation process happens
the task of searching the related cell in the TDW. When there is the base cell in the fact
table the related measures must be updated. Otherwise, the procedure is to insert a tuple
with the new values of the measures.

3.2. Aggregation Component

The aggregation problem was explained in the Section 2.2. The distributive and algebraic
measures can be solved without problem, but the situation is totaly different when is
necessary to compute aggregation measures. In that case there is not a precisely result,
just an approximation value can be computed.

In our application the pre-aggregated values are stored in the TDW. These pre-
aggregated values are computed in the loading phase. However, when is necessary to
compute some query or to perform a roll-up operation, the application uses the aggrega-
tion component. The Figure 4 shows the results of a query defined by the boundaries of
the cell selected on the map. The results are represented by the charts (right side) where
is possible to verify the evolution of the measures for each value of time dimension.

The user can choose the query base cell either by the usage of the combo-boxes
or by clicking on the map. The map is divided into a regular grid, this division is done
in agreement with the granularity defined by the user. In some cases just a simple query
in the data warehouse can solve the query, for example when the query is limited in a
only one base cell, it is possible because the tuples in the TDW stores the pre-aggregated
values. However, when is necessary to compute a roll-up operation a simple search in the
fact table is not sufficient. In these cases the solution can not be found by the usage of
the relational operators (Select, Update...), then the application must use a lot of stored
procedures developed in order to solve these situations. The computation of the holistic
measures also is done by the usage of the stored procedures. For example, to compute the
holistic presence measure we need the distributive measures presence and the other ones
algebraic measures: xborder, yborder and tborder. It is a complex task, because is neces-
sary to determine the direction of the roll-up operation. If the roll-up happens just in the
X-dimension the only ones measures used will be the distributive presence and the other
one algebraic measure: xborder, the same procedure happens for the another dimensions.
There is another one more complex query: the roll-up in X, Y and T dimensions, again this
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situation is solved by the usage of the stored procedures. All the stored procedures are
invocable by the loading component and executed in the TDW, the results of the queries
are presented in the Results area in the query form of the application (see Figure 4).

4. Conclusions and Future Work

In this paper we have presented an application in order to implement a TDW considering
the constraints to load the data warehouse and compute the aggregation values. The ap-
plication is a first step in order to try solving the problems of loading and aggregation in
a TDW environment. The data cube model adopted is very simple, it is just a contribu-
tion in order to improve the discussion about the problems to implement a TDW model.
However, this model can be extended to more general situations.

The current stage of the application can solve some problems of a trajectory data
warehouse environment. However, the dimensions that we have used are very simple,
a possible future work could be to sophisticate the hierarchy of the dimensions. The
loading phase is an opened problem, we have limited the loading phase considering a
linear interpolation, but is possible to find some topological situations (e.g roads, bridges)
where is very difficult to do this interpolation because of the some constraints in the
movement of the object.

In this work we have used the roll-up operation, however could be interesting to
offer mechanisms in order to compute other operators such as drill-down, pivot, slice and
dice. Therefore, the development of a query language using OLAP operators also is a
possible point to research.

Another interesting area of additional research is to develop another more com-
plex measures in order to provide values to discover patterns or trend of the trajectories.
To compute values to support the data mining tasks is a very interesting point of future
research.
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Abstract. To carry ecologically-relevant biodiversity research, one must collect
chunks of information on species and their habitats from a large number of in-
stitutions and correlate them using geographic, biologic and ecological knowl-
edge. Distribution and heterogeneity inherent to biodiversity data pose several
challenges, such as how to find and merge relevant information on the Web,
and process a variety of ecological and spatial predicates. This paper presents
a framework that exploits advances in data interoperability and Semantic Web
technologies to meet these challenges. The solution relies on ontologies and an-
notated repositories to support data sharing, discovery and collaborative bio-
diversity research. A prototype using real data has implemented part of the
framework.

1. Introduction

Biodiversity is an outstanding example of a scientific domain that deals with heteroge-
neous datasets and concepts from many areas. Biodiversity studies rely on models to
define species richness, abundance, endemism, distribution and so forth. To create the
models, species occurrence data must be obtained from diverse institutions, and be com-
bined with other kinds of data, such as phylogenetic data (describing evolutionary rela-
tions), taxonomic data for nomenclature, data describing ecological correlations among
species and geographic data depicting habitat conditions.

Typically, biodiversity information systems provide support to queries that are
centered on the so-callexllectionor occurrencerecords, managed by museums or by
research institutions. An occurrence record stores data on some kind of observation of
living beings — it includes data on species