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ABSTRACT

The Earth’s outer radiation belt hosts very dynamic populations of relativistic and
ultrarelativistic electrons trapped by the geomagnetic field. Flux dropouts are com-
mon variations observed in these electron populations, which can occur after solar
wind drivers hit the magnetosphere, such as corotating interaction regions (CIRs).
Currently, observational evidence indicates that CIRs promote rapid dropouts pro-
duced by magnetopause shadowing and outward radial diffusion mechanisms. How-
ever, it is still necessary to investigate the role of these two dynamic mechanisms
through modeling. To quantify the contribution of each of them to loss processes
in the outer belt triggered by CIRs passages close to Earth, this work extensively
investigated three cases that occurred during weak to moderate magnetic storms
in 2017, at the end of NASA Van Allen Probes era. This period was concomitant
with the declining phase of solar cycle 24 between 2016 and 2018. A catalog of CIRs
that includes the chosen case studies was produced for this interval. Two of the se-
lected events had solar wind parameters varying at similar values in the CIRs, such
as the flow speed (400 to & 600 km/s), dynamic pressure (. 15 nPa) and density
(. 40 cm−3). As a result, the magnetopause was similarly compressed in both cases
to ∼ 7RE using the model of Shue et al. (1998), or to ∼ 8RE as simulated with
a global magnetohydrodynamic (MHD) model. However, the electron dropouts in
the two events differed significantly in intensity and in the affected L shells. From
the calculation of the analytical radial diffusion coefficients using MHD simulations,
it was found that the strongest and deepest dropout was related to more intense
diffusion rates inside the magnetopause during the storm time. This result was vali-
dated by comparisons of the calculated diffusion rates with observed radial diffusion
coefficients obtained from in-situ measurements of ultra-low frequency waves. Also,
the last closed drift shell (LCDS) calculated with the TS04 magnetosphere model
showed that the effect of magnetopause compression reached L∗ = 5.5 in the most
intense dropout event, and L∗ = 6 for the least intense dropout. Radial diffusion
simulations of these events were run for relativistic populations, using as inputs the
analytical diffusion coefficients (to simulate outward radial diffusion), a loss term
defined outside the LCDS (to simulate magnetopause shadowing) and a variable
condition at the outer boundary (L∗ = 6), obtained from calibrated phase space
densities measured by GOES-15. The simulated phase space densities are compa-
rable to the phase space densities observed by the Van Allen Probes, so that the
significant differences between the two dropouts were reproduced. Simulations of
radial diffusion effects were also performed for the third case, although using only
the radial diffusion coefficients estimated from empirical models. In this case, how-
ever, the simulations overestimated the phase space densities during the dropout by
factors up to ∼ 100. This significant error throughout L∗ < 6 is attributed to an
invalid approximation in L∗ of the outer boundary condition during the shadowing
losses and to substorm injections in this dynamic condition. The results obtained
through the 1D diffusion modeling for the analyzed events show that magnetopause
shadowing and outward radial diffusion are potential loss mechanisms for generating
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dropouts during CIR-magnetosphere couplings, even in periods of weak to moderate
storms.

Keywords: Earth’s Radiation belts. Relativistic electrons. Flux dropouts. Radial
diffusion. ULF waves.
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MODELAGEM DE DROPOUTS DE ELÉTRONS DO CINTURÃO DE
RADIAÇÃO EXTERNO IMPULSIONADOS POR REGIÕES

CORROTANTES DE INTERAÇÃO DURANTE TEMPESTADES
GEOMAGNÉTICAS FRACAS A MODERADAS

RESUMO

O cinturão de radiação externo da Terra hospeda populações muito dinâmicas de
elétrons relativísticos e ultrarelativísticos aprisionados pelo campo geomagnético.
Decréscimos de fluxo (dropouts) são variações comuns observadas nessas populações
de elétrons, as quais podem ocorrer após a passagem pela magnetosfera de estrutu-
ras do vento solar, tais como regiões corrotantes de interação (CIRs). Atualmente,
evidências observacionais indicam que as CIRs promovem rápidos dropouts pela
magnetopausa, por meio dos mecanismos de compressão da magnetopausa e difusão
radial para fora do cinturão. No entanto, ainda é necessário investigar o papel desses
dois mecanismos dinâmicos por meio de modelagem. Para quantificar a contribuição
de cada um deles em processos de perda no cinturão externo desencadeados por
passagens de CIRs próximas da Terra, este trabalho investigou extensivamente três
casos ocorridos durante tempestades magnéticas fracas a moderadas em 2017, no
final da era das sondas Van Allen da NASA. Este período foi concomitante com a
fase de declínio do ciclo solar 24 entre 2016 e 2018. Um catálogo de CIRs que inclui
os estudos de caso abordados foi produzido para este intervalo. Dois desses eventos
escolhidos tiveram parâmetros do vento solar variando em valores semelhantes nas
CIRs, tais como a velocidade de prótons (400 a > 600 km/s), pressão dinâmica (. 15
nPa) e densidade (. 40 cm−3). Como resultado, a magnetopausa foi comprimida
de forma semelhante nos dois casos para ∼ 7RE usando o modelo de Shue et al.
(1998), ou para ∼ 8RE de acordo com estimativa de um modelo magnetohidrodi-
nâmico global (MHD). No entanto, as perdas de elétrons nos dois eventos diferiram
significativamente em intensidade e nas camadas L afetadas. A partir do cálculo dos
coeficientes de difusão radial analíticos utilizando simulações MHD, constatou-se
que o dropout mais forte e profundo esteve relacionado a taxas de difusão mais in-
tensas na magnetosfera durante o período da tempestade magnética. Esse resultado
foi validado por comparações dessas taxas de simulação com observações de taxas de
difusão calculadas com medidas in situ de ondas de frequência ultra baixa. Também,
o parâmetro que determina a última órbita fechada dos elétrons (LCDS, last closed
drift shell), calculado com o modelo da magnetosfera TS04 mostrou que o efeito da
compressão da magnetopausa atingiu L∗ = 5, 5 no evento de dropout mais intenso e
L∗ = 6 para o caso menos intenso. Simulações de difusão radial desses eventos foram
feitas para populações relativísticas, usando como entradas os coeficientes de difu-
são analíticos (para simular perdas por difusão radial), um termo de perda externo
ao LCDS (para simular perdas diretas pela magnetopausa) e uma condição variável
no limite mais externo da simulação (L∗ = 6), obtida por medidas calibradas da
função de distribuição de elétrons feitas pelo GOES-15. As densidades no espaço de
fase simuladas são comparáveis às densidades no espaço de fase observadas pelas
Sondas Van Allen, de forma que as significativas diferenças dos dois dropouts foram
reproduzidas. Simulações de efeitos por difusão radial também foram feitas para um
terceiro caso, usando apenas os coeficientes de difusão radial estimados a partir de
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modelos empíricos. Nesse caso, porém, as simulações superestimaram a função de
distribuição durante o dropout por fatores de até 100. Esse erro significativo é atri-
buído a efeitos secundários observados na condição dinâmica utilizada em L∗ = 6.
Os resultados obtidos através da simulação 1D de difusão radial para os eventos
analisados mostram que a compressão da magnetopausa e o mecanismo de difusão
radial para fora da magnetosfera são processos potenciais para geração de dropouts
durante acoplamentos CIR-magnetosfera, mesmo em períodos de tempestades fracas
a moderadas.

Palavras-chave: Cinturões de radiação da Terra. Elétrons relativísticos. Decréscimos
de fluxo. Difusão radial. Ondas ULF.
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1 INTRODUCTION

The Earth’s electron radiation belt consists of trapped relativistic electrons of highly
dynamic fluxes that populates the outer belt region (L = 3− 7). They execute the
quasi-periodic motions of gyro (bounce) around (along) the geomagnetic field lines,
in addition to drift around the Earth, so as to conserve three adiabatic invariants, i.e.,
constants of motion (NORTHROP; TELLER, 1960). The first invariant µ describes the
conservation of the magnetic moment of an electron within a gyro motion, and the
second invariant K is the longitudinal invariant preserved within a bounce motion.
The third invariant Φ is defined as the magnetic flux enclosed by an electron’s drift
shell, L. The L parameter that takes into account the conservation of Φ is called L∗

(ROEDERER, 1970).

Dropouts are sudden depletions of the electron fluxes often associated with geomag-
netic storms (REEVES et al., 2003). During geomagnetically active times, electrons
are lost both to the atmosphere or across the magnetopause because of a breakdown
of their adiabatic invariants (SHULZ; LANZEROTTI, 1974; TURNER et al., 2012a). This
occurs due to a diffusive transport of the electrons caused by various types of wave-
particle interactions with high-frequency waves (Hz to 10s of kHz) (e.g., Turner et al.
(2014)) or due to the combined effect of drift loss and outward radial diffusion (e.g.,
Brautigam and Albert (2000), Ozeke et al. (2014b), Hudson et al. (2014), Alves et
al. (2016)). As illustrated in Figure 1.1, the primary condition for the drift loss (or
“magnetopause shadowing”) is the compression of the magnetopause towards the in-
ner magnetosphere, so as to remove trapped electrons from their nearly stable closed
drift orbits at higher L shells. The outward radial diffusion is a subsequent process
that produces flux dropouts in a few hours (. 5h) as a result of the sharp radial gra-
dient left in the phase space density (LOTO’ANIU et al., 2010; TURNER et al., 2012b).
Consequently, storm main phase flux dropouts may reach electron populations from
lower L shells, which are further lost to the magnetopause or by deceleration. Inward
or outward radial diffusion is mainly mediated by drift-resonant interactions with
ultra-low frequency (ULF) waves in the Pc5 band (∼ 2 − 7 mHz) excited through
storm time (ELKINGTON, 2006).

As indicated in Figure 1.1, the size and shape of the magnetopause strongly de-
pends on the control exercised by the solar wind dynamic pressure and also on the
southward interplanetary magnetic field component (SHUE et al., 1998). In this re-
gard, corotating interaction regions (CIRs) that propagate in the solar wind ahead
of high speed streams (HSSs) are common interplanetary structures that lead to in-
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creased dynamic pressure of ∼ 10s of nPa near Earth (e.g., Richardson (2018)). Mor-
ley et al. (2010) conducted a superposed epoch analysis of 67 CIR-driven dropouts
(2005 − 2008) using electron counts measured at the Global Positioning System
(GPS) altitudes (L∗ & 4). The main find was that gradual dropouts observed at
higher L∗, as the magnetopause from Shue et al. (1998) compressed, were con-
sistent with magnetopause shadowing and outward radial diffusion. This result is
important because previous studies have primarily attempted to associate enhanced
parameters within CIRs/HSSs with flux enhancements only (e.g., Tsurutani et al.
(2006), McPherron et al. (2009)). A more recent superposed epoch analysis con-
cerning dropouts driven by CIRs was performed by Yuan et al. (2015). The study
containing a set of 223 CIR events during 1994 − 2003 compared flux dropouts of
1.5 − 6.0 MeV electrons throughout the outer belt associated with low and high
dynamic pressure regimes. It was observed that dropouts are commonly generated
in both cases, although they become more intense under higher dynamic pressure.

Figure 1.1 - Diagrams showing evolution of outer belt losses by magnetopause shadowing
added to outward radial diffusion over storm time.

SOURCE: Adapted from Turner et al. (2012b).

Other observational evidence for ULF wave radial diffusion driving electron flux
dropouts during CIRs was provided by Loto’Aniu et al. (2010). In this study, ra-
dial diffusion rates (DLL) were quantified from ULF wave power observed by the
Time History of Events and Macroscale Interactions during Substorms (THEMIS)
satellites. It was found that the corresponding time scale of radial diffusion com-
puted at L = 6.6 as τLL = 1/DLL reproduced an estimate in the range of 1 − 4h,
inferred from the GOES-12’s measured fluxes of the relativistic electron dropout.
Turner et al. (2012b) also demonstrated that losses to the magnetopause through
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magnetopause shadowing added to outward radial diffusion would be the most vi-
able explanation for the CIR-related outer belt dropout on January 6, 2011. These
authors used NOAA-POES flux measurements of trapped and precipitating elec-
trons to show that there were no observations of relativistic electron precipitation
during the main phase dropout. Such precipitation activity took place rather around
a day later when the trapped relativistic population recovered to higher levels than
the prestorm levels. The role of dropouts with ultimate loss to the magnetopause
had already been demonstrated through modeling by Shprits et al. (2006). They
performed radial diffusion simulations using the Kp-based DLL model of Brautigam
and Albert (2000) and compared the results of 1 MeV electron fluxes adopting a vari-
able or constant outer boundary condition, with observations provided by Highly
Elliptical Orbit (HEO), SAMPEX, and CRRES satellites. A good agreement was
found from the use of the variable condition at the outer boundary, which resolved
main phase fast losses down to L∗ = 4− 5.

Unlike the magnetopause standoff distance, the last closed drift shell (LCDS) repre-
sents the magnetopause boundary for trapped populations based on the conservation
of Φ, which is the third invariant (ROEDERER, 1970). Fei et al. (2006) used analyt-
ical DLL rates from ULF waves obtained with global MHD modeling as input for
radial diffusion simulation of the 24 − 26 September 1998 intense magnetic storm.
The outer boundary condition was made dynamic both in time and in L∗ by setting
this time-varying condition at the LCDS. Comparisons with test-particle simulation
from MHD showed that the radial diffusion model reproduced the storm-time peak
in phase space density at L∗ ∼ 4.2 as the LCDS decreased to L∗ ∼ 4.5, concurrent
with enhanced inward radial diffusion within the same region. More recently, results
of event-specific LCDS have been used in radial diffusion modeling of the outer belt
to primarily assess the contribution of magnetopause shadowing losses to the rela-
tivistic electron dropout on 22 June 2015, which was driven by one of the largest
storms in the Van Allen Probes era (2012− 2019) (TU et al., 2019).

The above discussion shows that there is systematic evidence that the outer belt
electrons are lost across the magnetopause following CIR events, through the mutual
mechanisms of magnetopause shadowing and outward radial diffusion. However,
despite all the knowledge such studies have produced, there is still a need for further
efforts to model dropouts under this common type of solar wind driver to quantify
the contribution of both mechanisms. As an example, none of the aforementioned
modeling studies (Fei et al. (2006), Shprits et al. (2006), and Tu et al. (2019))
dealt with relativistic electron dropouts driven by CIRs. In addition, there is still a
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great window of opportunity to investigate the viability of DLL models run in radial
diffusion codes to reproduce storm-time observed rates, as well as more accurate
particle distributions.

For this study, 46 CIRs of the 2016− 2018 biennium were identified and tabulated,
comprising the descending phase of solar cycle 24. During this time interval, NASA’s
Van Allen Probes provided continuous measurements of electron flux at a wide range
of energies, angular distributions and L shells, which allowed to observe dropouts
related to the set of cataloged CIRs. Three dropout events were selected and are
studied here extensively, using global MHD simulation for two of them. These two
simulated events had CIR passages with very similar ranges in the solar wind bulk
speed, density, and dynamic pressure, but produced significantly different dropout
dynamics both in L shell and intensity. Briefly, the main goal of this study is to use
these events to evaluate the contribution of magnetopause shadowing and outward
radial diffusion through the physical modeling of such outer belt dropouts, which are
related to small and moderate storms driven by CIRs. The numerical simulations of
this thesis complement the statistical and observational studies on CIRs previously
mentioned. The new findings are that: (1) the LCDS at L∗ < 6 along with an
enhanced storm-time ULF wave radial diffusion played a role in the major dropout,
and (2) the use of modeled DLL comparable to in-situ DLL rates increases the
agreement between radial diffusion simulation results and particle observations.

Following in this text, Chapter 2 presents the theoretical background of the study,
while Chapter 3 presents the data sets and tools used. Chapter 4 shows the results of
the radial diffusion coefficients, specific for the two cases studies on 27 March 2017
and on 21 November 2017, to be analyzed in more detail. Following the propositions
of Fei et al. (2006), Tu et al. (2012), Li et al. (2017), and Li et al. (2020), the
analytical radial diffusion coefficients were quantified for each case using ULF waves
simulated with a global MHD code (DMHD

LL ). Also, following Loto’Aniu et al. (2010)
and Olifer et al. (2019), DMHD

LL results were validated with DLL rates derived from in
situ observations, i.e., DOBS

LL , using Van Allen Probe B and three THEMIS satellites.
The magnetopause standoff distance obtained by MHD is compared with the result
of Shue et al. (1998) for both cases. Moreover, the simulated ULF wave power used
to derive DMHD

LL is validated with observations from Van Allen Probe B, GOES and
THEMIS satellites. In Chapter 5, a separate analysis involving the results of DOBS

LL

from the three CIR studies and an additional event (not included in the catalog)
is provided to emphasize the accuracy of the DLL empirical models in events with
lesser or greater activity of ULF waves. In Chapter 6, the radial diffusion simulations
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of the two special cases are discussed, calculated using the respective DMHD
LL and

empirical DLL estimated from Brautigam and Albert (2000), Liu et al. (2016), and
Ali et al. (2016). Following Shprits et al. (2006), a variable outer boundary condition
is set at Lmax = 6 in all runs, along with a loss term defined above the event-specific
LCDS, as in Tu et al. (2019). The simulation results in all runs are compared with
the particle observations from the Van Allen Probes. These simulation results are
discussed based on the results obtained in Chapters 4 and 5, from the comparisons of
DMHD
LL and empirical rates with in-situ DOBS

LL . Finally, the conclusions are presented
in Chapter 7.
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2 BACKGROUND OF THE STUDY

In this chapter, basic concepts related to this work are presented, including some
properties of the magnetosphere and the Van Allen radiation belts.

2.1 The Magnetosphere

The Earth’s dipole-like (internal) magnetic field constantly interacts with the solar
wind, which is a supersonic plasma flow resulting from the expansion of the Sun’s
outer atmosphere radially towards the interplanetary medium. This solar wind is
composed of ions, mostly protons (H+) and alpha particles (He2+), and an equal
number of electrons. As a consequence of the ideal MHD fluid theory, the solar wind
can be treated as a highly conducting fluid, in which magnetic fields of solar origin
are frozen and transported out with it, forming the interplanetary magnetic field
(IMF) (PARKS, 2004, p. 5).

In the vicinity of the Earth, a cavity is formed due to the interaction of the solar
wind with the geomagnetic field, which prevents the direct interaction of the solar
wind plasma with the terrestrial atmosphere at low and mid latitudes. This cavity is
called magnetosphere and the geomagnetic field predominates within it. As an effect
of the dynamic pressure of the solar wind on the Earth’s dayside, the shape of the
magnetosphere is of compressed magnetic field lines on the dayside and elongated
field lines on the nightside, as shown in Figure 2.1.

As also shown in this Figure, a shock region develops in front of the magnetosphere
known as bow shock, which is due to the super-magnetosonic speeds of ∼ 300− 800
km/s reached by the solar wind close to Earth. Note that the typical speed exceeds
that of plasma waves that are about 50 − 100 km/s (GANUSHKINA et al., 2018).
This is the explanation of why the solar wind is considered super-magnetosonic. In
the bow shock, however, the solar wind plasma becomes sub-magnetosonic, although
increases its velocity as it travels around the magnetosphere from the subsolar region
to the flanks. This crossing region is called magnetosheath and is located between
the bow shock and the magnetosphere.
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Figure 2.1 - “Noon-midnight” meridional representation of the formation of the magneto-
sphere and its basic boundaries for an inclined IMF-Bz configuration.

The Earth’s tilted dipole represented has the S-pole close to the geographic north pole and
the N-pole close to the geographic south pole, so that near the equator the geomagnetic
field points northward.

SOURCE: Baumjohann and Treumann (1996, p. 6).

Not only the shape, but also the size of the magnetosphere is largely determined
by pressure balance between the solar wind (Psw = ρswu

2
sw) and the geomagnetic

field (PB = B2

2µ0
), where µ0 is the permeability of free space, and ρsw and usw are

the solar wind’s bulk density and flow speed, respectively. The local B strength
is assumed to be twice that of a dipole, from which B(r) = BE(RE

r
)3 (KAMIDE;

CHIAN, 2007; GANUSHKINA et al., 2018), where BE is the equatorial magnitude of
the Earth’s magnetic field on the surface (∼ 30,000 nT) and RE is the Earth radius
(1 RE = 6371.2 km). The ultimate boundary of the magnetosphere, represented in
Figure 2.1 as the thick black line surrounding it, is called magnetopause. The pres-
sure gradient ∇P produced by the different plasma populations on both sides of
the magnetopause (on the magnetosheath and from the magnetosphere) makes this
boundary a thin current layer that is responsible for the distortion of the dipole mag-
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netic field. Assuming static conditions and local isotropic pressure P , the equation
below provides a simplified definition for the magnetopause current density, also
recognized as Chapman-Ferraro current (Ganushkina et al. (2018) and references
therein):

J⊥ = B×∇P
B2 . (2.1)

In addition, by making Psw = PB, the magnetopause nose location (RMP , in units
of RE) is obtained as given by (GANUSHKINA et al., 2018):

RMP = 21/3
(

B2
E

2µ0ρswu2
sw

)1/6

. (2.2)

The subsolar point at which the magnetopause is typically determined is located
along the Sun-Earth line, while its nose changes its location depending on the sea-
sonal dipole tilt angle defined in the plane containing this line and the magnetic
dipole. The geocentric solar magnetospheric (GSM) system is actually based on
these definitions, with the x-axis along the Sun-Earth line, positive towards the
Sun, the y-axis perpendicular to the dipole axis, so that this axis is found in the
x − z plane, and the z-axis pointing towards the northern magnetic pole. These
definitions form a right-handed system (KIVELSON; RUSSELL, 1995).

The IMF also plays a major role in the dynamics of the magnetosphere, especially
if it carries a significant southward-Bz component (GONZALEZ et al., 1994). Since
the geomagnetic field points northward near the magnetic equator, the anti-parallel
magnetic field condition found in the case of an intense (. −10 nT) and prolonged
(& 3 hours) southward IMF component of solar wind transients (e.g., Richardson
(2018)) causes the geomagnetic field lines to reconnect with the IMF field lines
on both the dayside and nightside. The described process is known as magnetic
reconnection, and occurs through a localized breakdown of the ideal-MHD frozen-in
condition (ALFVÉN, 1958). For southward IMF, it first takes place at an X-line across
the equatorial dayside magnetopause, in a 3D representation (LAVRAUD et al., 2011).
The connected or “open” field lines are dragged anti-sunward with the solar wind
and reconnects again on the nightside, leading to the formation of the magnetotail
(KAMIDE; CHIAN, 2007). The magnetotail has a basic structure that extends at least
240RE away from the Earth, according to downtail spacecraft observations (e.g.,
Eastwood et al. (2015)).
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Figure 2.2, adapted from Gonzalez et al. (1994), summarizes the complex magne-
tospheric dynamics that follows the solar wind-magnetosphere coupling discussed
so far. The overall concept behind this was first formulated by Dungey (1961). In
this meridional view from noon to midnight of the magnetosphere, it is possible to
localize the two reconnection sites marked by “x”, over which each of the X-lines
stands. It is seen that the solar wind plasma moves on the flanks of the magneto-
sphere, perhaps with a certain velocity u and magnetic field B. In this movement,
it induces the convection electric field E = -u × B and the magnetopause current
J of Equation 2.1, in addition to dragging tailward the open field line from the day-
side magnetic reconnection region to be reconnected on the nightside, in the distant
magnetotail.

Figure 2.2 - Sketch showing the magnetospheric dynamo triggered by anti-parallel recon-
nection with the IMF and the mechanical work of the solar wind plasma.

See text for detail.

SOURCE: Modified from Gonzalez et al. (1994).
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The direct consequence of reconnection is the transfer of energy, momentum and
plasma into the magnetosphere-ionosphere system (e.g., Kamide and Chian (2007)).
In the magnetotail, the drastic release of magnetic energy converted to plasma energy
allows the hot plasma from the magnetosheath to fill a low-latitude region called
plasma sheet. When the latter process also occurs closer to Earth, a magnetospheric
substorm develops (EASTWOOD et al., 2015).

Under the extreme conditions discussed previously for the transient southward IMF,
the just explained “magnetospheric dynamo” in Figure 2.2 can lead to the occur-
rence of so-called geomagnetic storms (GONZALEZ et al., 1994). Geomagnetic storms
are recognized as the result of a strong and prolonged plasma convection into the
magnetosphere (EASTWOOD et al., 2015). As a consequence, there is the buildup
of the storm-time ring current, which can drastically reduce the magnitude of the
geomagnetic field near the magnetic equator, because its westward-toroidal sense
of flow induces a southward field (which is why it is a diamagnetic current). The
diamagnetic effect of the ring current on the horizontal component magnetic field
near the equator is quantified by the hourly Disturbance Storm-Time (Dst) index,
or its equivalent SYM-H index, with a 1-minute time resolution (WANLISS; SHOWAL-

TER, 2006). In turn, the Auroral Electrojet (AE) index has historically been used
to monitor auroral activity, often linked to substorms.

Gonzalez et al. (1994) pointed out that the buildup of the storm-time ring current
and auroral activity are the main mechanisms for dissipating the energy released
in the magnetosphere, as shown in Figure 2.2. It should be mentioned that the
connection between storms and substorms is not yet fully understood (e.g., Eastwood
et al. (2015)).

Besides the ring current particles, the inner magnetosphere also hosts relativistic
and ultrarelativistic charged particles from the radiation belts. Basically, these two
populations differ in the energy regime, which in the case of electrons spans 10s to
a few 100s of keV for the ring current and from ∼ 500 keV to 10s of MeV for the
radiation belts. This difference in energy causes both trapped populations to exhibit
different dynamics, mainly in terms of the mechanisms governing their net source
and loss. For instance, the gradual decay of the ring current (ions) is mainly due to
charge exchange with neutral atoms existing in various Earth radii (JORDANOVA et

al., 2020, p. 82).

Another particle population that we are concerned with in the inner magnetosphere
is the dense, cold plasma (. 10 eV) confined to the plasmasphere. This region typi-
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cally extends from the ionosphere to its variable outer boundary, known as plasma-
pause (BAKER et al., 2018). The three aforementioned magnetospheric charged par-
ticle populations (ring current, radiation belts and from the plasmasphere) coexist
spatially in nearly closed field lines since they are trapped by the geomagnetic field
(KAMIDE; CHIAN, 2007, p. 8). The magnetopause is the usual outermost boundary
considered for ring current and radiation belts.

Baker et al. (2018) outlined the means by which the plasma of the ring current and
the plasmasphere can be coupled to the radiation belts to explain the dynamics of
the latter under extreme effects of the so-called space weather, such as magnetic
storms. It is known that these couplings have a strong relationship with the exci-
tation of plasma waves across the inner magnetosphere. Following this paradigm
of wave-particle interactions, radiation belt electrons (focus of this study) can be
affected by (Hudson et al. (2014), Baker et al. (2018), and references therein): i)
Electromagnetic ion-cyclotron (EMIC) waves driven by unstable ring current pro-
ton distributions on the dusk side; ii) Very-low frequency (VLF) chorus waves driven
by temperature anisotropies in ring current electrons, particularly on the dawn side;
and (iii) VLF hiss waves driven by the cold plasma of the plasmasphere and by
dayside plasmaspheric plumes. In modeling radiation belt losses (our focus prob-
lem), the plasmapause location has been widely recognized to constrain the regions
of predominance of interactions with chorus waves (external) and hiss waves (inter-
nal) (e.g., Tu et al. (2009), Thorne (2010), Li et al. (2014b), Ozeke et al. (2014b),
Drozdov et al. (2015)).

2.1.1 Empirical models of the magnetosphere

In this section, empirical models of the magnetosphere used in this study are de-
scribed, that is, the plasmapause location given by O’Brien and Moldwin (2003),
the magnetopause subsolar location from Shue et al. (1998), and the TS04 magne-
tosphere model from Tsyganenko and Sitnov (2005).

2.1.1.1 Plasmapause location model

The plasmapause is the time- and activity-dependent outer boundary of the plas-
masphere. The model for the plasmapause location in L shell space (Lpp), taken
from O’Brien and Moldwin (2003), is built on the Dst index minima. The connec-
tion between this index and the plasmapause is that during magnetically disturbed
periods, the dynamics of the plasmapause is largely dominated by magnetospheric
convection (CARPENTER; ANDERSON, 1992), and so does the storm-time Dst index.
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Consequently, the plasmapause is eroded to geocentric distances closer to the Earth
during those times.

As the plasmapause is expected to respond several hours later to the actual time of
change in convection, the minimum Dst value considered is that of the preceding
state of the plasmaspause calculated from the interval of the previous 24 hours.
The model consists of a best-fit linear function for Lpp in relation to the running
minima of Dst, which is defined between t1 = −24h and t2 = 0h (current instant)
as Q = log10|min−24,0Dst|. The observational database used in the fitting is from
over 900 plasmapause crossings taken in 1990− 1991. The model for Lpp in units of
RE then reads (O’BRIEN; MOLDWIN, 2003):

Lpp = −1.57Q+ 6.3. (2.3)

2.1.1.2 Magnetopause subsolar location model

The model of Shue et al. (1998) is widely recognized for reporting the location of
the subsolar magnetopause under quiet to extreme solar wind conditions. It was
improved from a previous model (SHUE et al., 1997), using the same database of
magnetopause crossings obtained with ISEE 1 and 2, AMPTE and IMP 8 satellites.
The main adjustment was to provide a single expression for the magnetopause stand-
off distance RMP , as a function of the solar wind dynamic pressure Dp and IMF-Bz,
so that this model is valid for both northward and southward Bz components.

In this empirical approach, the observed locations of the magnetopause were first fit
to the following functional form:

r = RMP

( 2
1 + cos θ

)αT F

, (2.4)

where r is the radial distance to the locus of the measurements, that is, the
point represented by coordinates (XGSM , YGSM , ZGSM), RMP is the desired day-
side magnetopause location along the Sun-Earth line, the angle θ is defined from
XGSM = r cos θ, and αTF describes the shape (closed or open) of the tail magne-
topause, depending also on Dp and Bz as follows:

αTF = (0.58− 0.007Bz)[1 + 0.024 ln(Dp)]. (2.5)

13



Finally, the nonlinear function derived to represent RMP is given by:

RMP = {10.22 + 1.29 tanh[0.184(Bz + 8.14)]}(Dp)−1/6.6. (2.6)

2.1.1.3 The TS04 magnetosphere model

Throughout this thesis, we will often refer to the TS04 empirical model of the
inner magnetosphere (TSYGANENKO; SITNOV, 2005) to discuss methods and results
based on such a model. The TS04 model reports the magnetic field vector at given
locations, for the upstream solar wind and IMF input conditions. The external model
field is approximated as a sum of the induced fields from each of the seven major
current systems acting in the magnetosphere, including the Chapman-Ferraro, ring
current (axially symmetric and asymmetric) and a cross-tail current sheet. This
tail current is defined as a nightside equatorial westward current outside 6.6 RE,
with closure at the magnetopause (GANUSHKINA et al., 2018). Given its sense of
flow and intensity, it actually contributes, in most cases exceeding the symmetric
ring current’s southward field, to the decrease in the equatorial strength of the
geomagnetic field during geomagnetic storms, as shown by Tsyganenko and Sitnov
(2005).

The Chapman-Ferraro field is modeled to confine the Earth’s internal field within
the magnetopause, taking into account the strength and tilt angle of the dipole. The
internal field is defined from the International Geomagnetic Reference Field (IGRF),
while the surface defining the magnetopause is fitted to the boundary location as
modeled by Shue et al. (1998), although only the control of the dynamic pressure is
assumed. Thus, fields can be mapped from this boundary to the distant magnetotail
at 70 RE. Additionally, the Chapman-Ferraro component is defined from a combina-
tion of curl-free fields whose potentials yields an expansion of 18 longitudinal Fourier
modes, which in turn are used to shield the other component fields (TSYGANENKO,
2002; TSYGANENKO; SITNOV, 2005).

It is assumed that each of the field sources (Wk) evolves in time according to:

∂Wk

∂t
= Sk − Lk, (2.7)

with Sk representing the feeding rate instantaneously driven by the solar wind pa-
rameters N , V and Bs (bulk density, speed and a function of the magnitude of
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the southward IMF component, respectively) and Lk representing slower processes
controlling the saturation or decay of the current system.

Short-lived phenomena, such as substorms, are left out of this approach. An improve-
ment of this model over the previous ones is the definition of a decay rate (rk: inverse
of the characteristic relaxation time) for each component, which is multiplied by Wk

subtracted by its quiet-time baseline Wk,0 to define Lk, i.e., Lk = rk(Wk −Wk,0).
Each source solution Wk(t) is determined separately as a time integral of Equation
2.7, and “multiplied by a scalar coefficient, representing the magnitude of each source
as a function of the current state of the interplanetary medium and of the previous
history of the external driving” (TSYGANENKO; SITNOV, 2005). The saturation levels
of the fields are included in these coefficients for the model to deal with extremely
strong interplanetary driving (e.g., Huang et al. (2008)).

The iterative search is applied in an instant of time, so that the best fit values for
the scalar coefficients are found from the solar wind and IMF parameters, resulting
in dynamical Wk(t) (the W1 −W6 parameters of the “Qin-Denton” files (QIN et al.,
2007)). This is done in a totally optimized way in relation to magnetospheric data
records covering the wide region of the model domain. It was achieved through the
use of spacecraft magnetic field data, in which 90% were obtained from measure-
ments at geosynchronous orbit with GOES 8-10, and beyond, during 37 storm events
in 1996−2000. Overall, TS04 is a storm-time dynamic model of the Earth’s external
magnetic field in the inner magnetosphere, which has also proved useful for predic-
tions of the Dst index during the full cycle1 of a magnetic storm (TSYGANENKO;

SITNOV, 2005). The temporal resolution of the output magnetic field data derived
from TS04 can be 1 minute, 5 minutes, or 1 hour.

2.1.2 ULF waves

So far, the dynamic magnetosphere has been described in terms of its formation
from the direct drive of the solar wind, and the configuration change linked to
several current systems flowing through this medium, defining its shape and size.
Besides, ring current and plasmaspheric particles often present unstable distributions
that provide free energy for the growth of many high-frequency waves (∼ Hz to 10s
of kHz)2 in the inner magnetosphere. All of these processes are enhanced during

1On the basis of the Dst index, the full cycle of a magnetic storm comprises three phases: initial
phase (sudden increase of Dst to positive values); main phase (the index falls off to very negative
values until a minima); recovery phase (recovery of Dst to undisturbed conditions).

2e.g.: whistler-mode VLF chorus and hiss (∼ 1− 10 kHz).
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magnetic storms and can also be connected to give rise to global magnetic oscillations
in the ultra-low frequency (ULF) regime, known as ULF waves.

In the cold-plasma MHD approximation of the magnetosphere, ULF electromag-
netic waves appear at frequencies below the ion gyrofrequency, from the combined
effect of mechanical and electromagnetic forces on this fluid (KAMIDE; CHIAN,
2007, p. 400). The MHD equations used to describe low frequency waves in space
plasmas are three fluid equations, the four Maxwell’s equations and the Ohm’s law
(BITTENCOURT, 2004):

Continuity, motion and state equations

∂ρm
∂t

+∇ · (ρmu) = 0, (2.8)

ρm
∂u
∂t

+ ρm(u · ∇)u = −∇P + J×B, (2.9)

P

ργ
′
m

= constant, (2.10)

Modified Maxwell’s equations

∇ · E = 0, (2.11)

∇ ·B = 0, (2.12)

∇×B = µ0J, (2.13)

∇× E = −∂B
∂t
, (2.14)

Ohm’s law

J = σ(E + u×B). (2.15)

The parameters presented in these equations are the plasma mass density (ρm),
bulk velocity (u), pressure (P ), current density (J), magnetic field (B), a constant
derived from the ratio of specific heats at constant pressure and constant volume
(γ’), the electric field (E) and the electric conductivity (σ). In Equation 2.11, zero
charge density is assumed because of the quasi-neutrality condition of the plasma,
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in Equation 2.13 the displacement current (i.e., ε0∂E/∂t) is neglected since it only
becomes important for high frequencies outside the MHD regime, and in Equation
2.15 other terms of the generalized form of the equation are omitted. In this equation,
for finite σ, there is an associated resistivity and the MHD approach is treated as
resistive. In the limit of σ → ∞, there is no associated resistivity and the MHD
approach is said to be ideal.

Using this set of equations and assuming a linear description of the small distur-
bances in B, ρm, and u that can generate wave modes in the plasma, one defines:

B(r, t) = B0 + B1(r, t),
ρm(r, t) = ρm0 + ρm1(r, t),

u(r, t) = u1(r, t),
(2.16)

where B0 and ρm0 are spatially uniform and constant values from the equilibrium
state, in which the plasma has zero velocity (u0 = 0). Each of the disturbance terms
B1, ρm1 and u1 can be described by plane waves, which for u1 is represented as:

u1(r, t) = u1 exp (ik · r− iωt), (2.17)

where k is the wave vector.

After combining some of the MHD equations and replacing those from 2.16, as
well as considering the equation for u1, two types of dispersion equations (3.1 and
4.1 in Bittencourt (2004, p. 382-383)) are found in relation to the direction of the
ambient magnetic field B0. This leads to three possible solutions of wave modes in a
homogeneous medium. When k is parallel to B0, ULF waves propagate with phase
velocity equivalent to the Alfvén speed VA, calculated as:

ω

k
= VA; VA =

(
B2

0
µ0ρm0

)1/2

, (2.18)

Note that k is the wavenumber and B0 is the magnitude of B0. For the Alfvén mode
waves, u1 is perpendicular to k and B0, and then they are classified as transverse
waves. The resulting plasma motion and magnetic field perturbations occur perpen-
dicular to the field lines, but without associated variations in density or pressure.
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Pure sound waves can also propagate longitudinally through the plasma, transmit-
ting pressure variations only (KAMIDE; CHIAN, 2007, p. 401). They are defined with
u1 parallel to k and B0, and the corresponding sound speed VS is given by:

ω

k
= VS; VS =

(
γ′P

ρm0

)1/2

. (2.19)

On the other hand, for the case of k perpendicular to B0, longitudinal waves in
which u1 is parallel to k refer to ULF waves propagating in the fast mode, with
phase velocity defined as:

ω

k
= (V 2

S + V 2
A)1/2. (2.20)

This mode yields compressions and rarefactions of the field lines and the fluid, with
associated disturbances in the magnetic field and density. In reality, the three modes
above can be described in a more general way than shown in Equations 2.18 to 2.20,
by considering the propagation of oblique waves so that the angle between k and
B0 is not necessarily 0◦ or 90◦.

However, the plasma in the magnetosphere is rather inhomogeneous, which means
that the assumptions made for B0, ρm0 and u0 = 0 from the equilibrium state may
not be valid. For example, Alfvén waves propagate in this medium with VA ≈ 1, 000
km/s and corresponding wavelengths of ≈ 15−25RE for oscillations with periods of
∼ 100 s. This illustrates the large-scale nature of ULF waves, which are responsible
for producing quasi-sinusoidal signatures in magnetic field measurements reported
in situ or on the ground, known as magnetic pulsations. Magnetic pulsations, in
turn, are well explained when considering Alfvén and fast modes as being coupled,
which arises naturally from the inhomogeneous condition of the plasma (KAMIDE;

CHIAN, 2007, p. 401).

The propagation of ULF waves in the magnetosphere was first resolved by Dungey
(1967). In the proposed model of field line resonances (FLR), the ambient magnetic
field B0 is the Earth’s dipole, and the waves are assumed to cause longitudinal
variations in B0, ρm0, or in u0, in the form exp i(mφ− ωt), where m is the az-
imuthal wave (or mode) number, φ is the angle in the azimuth and ω the angular
frequency of the wave. The field lines are considered to have footpoints fixed in the
perfectly conducting ionosphere, which serves to define the boundary conditions for
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the eigenperiods of the modeled system (ALVES et al., 2017; KAMIDE; CHIAN, 2007).
The oscillations in this system are thought to correspond to standing Alfvén waves
in those geomagnetic field lines.

Figure 2.3 - Representation of ULF wave modes, with respective direction of field pertur-
bations and energy transport along a dipolar geomagnetic field line.

(1) Toroidal mode, (2) compressional mode, (3) poloidal mode; b,u and e stand for the
disturbed magnetic field, plasma velocity, and induced electric field. S = e × b/µ0 is
the Poynting vector. Note that the geocentric distance to the field line in the magnetic
equatorial plane indicated by the solid black line can be taken as a representation of the
L shell parameter (L).

SOURCE: Adapted from Kamide and Chian (2007, p. 401).

Figure 2.3 shows the solutions for the ULF wave modes in a dipolar magnetic field.
They are derived from limit cases of m and lead to three different oscillation modes.
In the first case, m→ 0 is considered, which specifies the so-called “toroidal mode”
in which the magnetospheric L shells oscillate independently, accompanied by global
azimuthal perturbations in the magnetic field and the plasma velocity, as well as
induced electric field in the radial direction. The schematic representation of this
mode is seen in scheme (1) of that Figure, where b, u and e correspond to the
disturbed parameters previously mentioned. In the same Figure, the scheme (2)
illustrates ULF waves in the “compressional mode” that also arises from the limit
case m→ 0. In contrast to the previous mode, these waves are not guided along the
field line, as indicated by the Pointing vector S. The magnetic field perturbations
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appear along the field line, inducing azimuthal e globally, in which both disturbances
contribute to the entire oscillation of the cavity (KAMIDE; CHIAN, 2007, p. 401). On
the other hand, in (3) is represented the “poloidal mode” that corresponds to the case
of m→∞. Large values of mode number are immediately indicative of small-scale
disturbances in the plasma and in the geomagnetic field, so that this mode leads to
independent azimuthal oscillations of the field lines, constrained to the meridional
plane (ELKINGTON, 2006). As represented in Figure 2.3, disturbed b and u appear
in the radial direction, while inducing azimuthal e.

To summarize, the ULF waves in the magnetosphere of the toroidal and poloidal
modes are recognized as MHD waves in the Alfvén mode, since the propagation
occurs parallel to the background geomagnetic field. Conversely, the compressional
modes are related to MHD waves in the fast mode due to the perpendicular propa-
gation in relation to the ambient magnetic field.

All these modes are capable of transmitting plasma and electromagnetic distur-
bances throughout the magnetosphere, characterizing an important way by which
the energy from the external impulse of the solar wind is transferred into the system.
Indeed, it has been proposed that ULF waves originate externally through the direct
transmission of dynamic pressure variations intrinsic to the solar wind, by upstream
waves of the foreshock region and also from Kelvin-Helmholtz (K-H) instability in
the magnetopause (Takahashi (2016, p. 60), and references therein). It follows that
these mechanisms are in fact sources of fast/compressional modes near the dayside
magnetopause and transmit energy to the inner magnetosphere by means of FLR,
that is, involving wave propagation in the toroidal and poloidal modes. On the other
hand, the common mechanism for internal generation of ULF waves mostly accounts
for the source of poloidal modes, being credited to drift-bounce resonances with ring
current ions.

Table 2.1 presents information about the main types of magnetic pulsations associ-
ated with the internal and external mechanisms of ULF wave excitation described
previously, as originally classified by Jacobs et al. (1964). In addition, the range
of typical amplitude values for each continuous pulsation type is also provided. It
should be highlighted the two classes shown that can directly affect the motion of
high-energy electrons and lead to losses in the outer radiation belt: EMIC waves,
defined within the high-frequency bands given by Pc1 and Pc2, and Pc5 waves
(LOTO’ANIU et al., 2010; THORNE, 2010).

As previously introduced, EMICs are driven by unstable ring current proton distri-
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Table 2.1 - Wave properties of geomagnetic continuous pulsations. Typical ranges of am-
plitude are from ground-based measurements.

Name T(s) Frequency Amplitude * (nT)
Pc1 0.2− 5 0.2− 5 Hz 0.001− 1
Pc2 5− 10 0.1− 0.2 Hz 0.1− 1
Pc3 10− 45 22− 100 mHz ≤ 10
Pc4 45− 150 7− 22 mHz 5− 20
Pc5 150− 600 2− 7 mHz ≤ 10− 50

(*)Volwerk (2016, p. 142) and reference therein.

butions in the magnetosphere, with this internal process being called ion-cyclotron
instability (SAMSON, 1991). Pc5 waves are mainly associated with compressional and
toroidal modes in the inner magnetosphere (ANDERSON, 1994). The compressional
magnetic field perturbation is often accompanied by a comparable radial polariza-
tion, as illustrated in Figure 2.4. Even if the compressional mode arises in the FLR
theory from the m→ 0 limiting case, compressional Pc5 waves with radial polariza-
tion can also be composed of high-finite m values (e.g., 50−100). In this case, these
waves are most probably originated from the mixing with the poloidal mode. Com-
pressional Pc5s are also typically dominant close to geosynchronous, which favors
the magnetotail as the source region of energy transmission rather than the dayside
magnetopause. Conversely, toroidal Pc5s are global oscillations of the fundamental
mode and observational evidence links these waves to a source region on the flanks
of magnetopause, as a result of K-H instabilities.

As a final remark, it should be noted that many of the processes in the magneto-
sphere, discussed so far, can be reproduced by global MHD models, using upstream
conditions of the solar wind as input. The MHD equations are solved throughout
the extent of the inner magnetosphere and beyond, in a coupled manner, which
make this modeling framework more robust than any other empirical model dis-
cussed (although all of them are necessary for analysis here). Global MHD codes
can ultimately resolve the propagation of ULF waves, especially from the Pc5 range
if limitations in the time-resolution of the MHD simulation is a concern. In Chapter
4, results and discussions of events in the magnetosphere investigated with MHD
modeling will be presented. The goal of this analysis will be to quantify the dif-
fusion coefficients from the resonance interactions involving these waves and outer
radiation belt electrons.
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Figure 2.4 - Observations of compressional Pc5 waves.

The magnetic field fluctuations are given in the field-aligned reference frame, with R, E and
N indicating propagation in the radial, azimuthal-east and parallel direction with respect
to that of the local geomagnetic field. A similar plot for toroidal Pc5 can be viewed in
Anderson (1994, p. 41).

SOURCE: Adapted from Anderson (1994, p. 27).

2.2 The Van Allen radiation belts

The Earth’s Radiation Belts consist of relativistic protons and electrons trapped by
the geomagnetic field inside the magnetosphere. The structure of these doughnut-
shaped populations is that of high-energy protons concentrated in the inner zone
(L < 2), followed by the slot region within 2 ≤ L ≤ 3, generally absent of very
energetic particles, and beyond L ∼ 3 to typically L = 6.5 where there is an outer
zone populated by high-energy electrons, referred to as the outer radiation belt
(VAN ALLEN, 1959; BAKER et al., 2018). The outer zone and the slot region become
very dynamic under the occurrence of geomagnetic storms, so that the stated limits
and particle flux conditions can change considerably during these periods. The in-
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ner zone is commonly more stable to storm-time flux variations, except for intense
geomagnetic storms (Turner et al. (2012a) and references therein).

It is known that the electron fluxes at ∼ MeV and multi-MeV levels of the outer
belt undergo significant decreases, enhancements or even no considerable changes
during the cycle of a magnetic storm (REEVES et al., 2003). The sudden depletion
or even extinction of the belt, affecting several energy levels, is more likely to occur
during the storm main phase and it is called flux dropout (OZEKE et al., 2017; OLIFER

et al., 2018). As the recovery phase progresses, acceleration mechanisms dominate
the dynamics of the electrons and flux enhancements can refill the outer zone of
MeV particle populations. Nonetheless, less active periods (say Dst > −50 nT) can
also have impact on the outer belt by generating dropouts, as long as there is an
associated driver in the solar wind (e.g., the isolated pressure pulse that originated
a dropout on 20 September 2007, studied by Albert (2014)).

To exemplify the behavior of the radiation belts during a magnetically active period,
Figure 2.5 shows the time and spatial evolution of the 2.1 MeV electron flux acquired
with Van Allen Probe A over a short period (21 days) of observations of the outer
belt. The associated geomagnetic activity and other measured solar wind parameters
are also shown for this time interval. The Dst index shows that this was an active
period, but with only minor magnetic storms (Dst > −50 nT). Panel (a) presents
the evolution of the 2.1 MeV electron flux and can be used to check several aspects
previously mentioned about relativistic populations within the belt: (i) the outer belt
with higher fluxes was concentrated above L ∼ 3.5 throughout this time interval;
(ii) the slot region with lower fluxes is clearly identified between L ∼ 2.5− 3.5; (iii)
the outer belt is very dynamic even during this period of low magnetic activity. In
this regard, panel (a) shows a large 2.1 MeV population dropout in the outer belt
(from L > 4 to L < 6) from 11/04 onwards, which lasts until 11/16. In panel (b),
cutoffs at L ∼ 5 of electron fluxes obtained for 1.8−4.2 MeV energies show depletion
of the outer belt content throughout this period in ∼ 2 orders of magnitude, whose
effect increases with increasing energy. These are typical signatures of flux dropouts,
which for this interval mainly affected more external populations. After 11/16, the
outer belt is refilled to previous flux levels, indicating that acceleration mechanisms
were in progress (see panels (a) and (b)). The other panels (c-g) allow to relate the
flux variations identified with the passage near Earth of solar wind transients and
the associated geomagnetic activity.
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Figure 2.5 - Overview of the outer belt flux at 2.1 MeV from Van Allen Probe A, solar
wind and geomagnetic conditions during 1− 21 November 2014.

(a) Dynamic map of the electron flux (units of [1/s.sr.cm2.MeV ]) given in the time and L
shell space; (b) Cutoffs of 1.8− 4.20 MeV electron fluxes at L ∼ 5; (c-e) solar wind speed,
density, and IMF-Bz acquired by both SOHO and ACE spacecraft. In panel (e), the black
curve shows the magnitude of the IMF, the blue curve shows IMF-Bz with a 16 s time
resolution, and in red is the 4h running average of IMF-Bz; (f-g) geomagnetic indices AE
and Dst, respectively. Date format: dd/mm (plot); mm/dd (text).

SOURCE: Courtesy of Souza et al. (2017).

On the other hand, the formation of the outer radiation belt has long been as-
sociated with radial diffusion, which nowadays is known to act either to energize
electrons from an external source or to transport those in previous stable orbits
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outside the inner magnetosphere (GREEN; KIVELSON, 2004; SHPRITS et al., 2006;
LEJOSNE; KOLLMANN, 2020). Hence, radial diffusion is a key mechanism to describe
flux enhancements and losses in the outer belt on a daily basis. In addition, ra-
dial diffusion modeling has become a feasible way to evaluate the structure of the
outer belt, especially during storm time (BRAUTIGAM; ALBERT, 2000). In the next
section, the adiabatic motion and the main dynamics governing the acceleration,
transport and loss of radiation belt electrons will be revised, with a final focus on
radial diffusion driven by ULF waves and its relationship with dropouts.

2.2.1 Adiabatic motion in the Van Allen belts

The nearly dipolar configuration of the geomagnetic field in the inner magnetosphere
allows charged particles to execute three quasi-periodic motions relative to the mag-
netic field lines: (i) cyclotron, (ii) bounce between mirror points to the north and to
the south of the magnetic equator, and (iii) azimuthal drift around the Earth’s mag-
netic dipole axis. The equation of motion for relativistic particles under the action
of background fields E and B is given by (FOK, 2020, p. 232):

dp/dt = q(E + v×B)
dr/dt = p/mrel

(2.21)

where p, v, r, mrel represents the particle’s relativistic momentum vector (p denotes
its magnitude), velocity, position, and mass, respectively, and q stands for the charge.

Thus, the perpendicular component of the Lorentz force (which solves p⊥) explains
the particle’s gyration around the magnetic field line, while the parallel component
(which solves p‖) explains the cyclic motion along a field line presenting curvature.
Note that p⊥ = p sinα and p‖ = p cosα, in which α is from now on the local pitch
angle defined between v and B. The drift motion in relativistic particles is mostly a
result of the magnetic drift velocity, due to the gradient and curvature characteristics
of the geomagnetic field (LEJOSNE; KOLLMANN, 2020).

Each periodic motion sets up a very separate time scale, such that for 1 MeV elec-
trons located at 6RE the gyration frequency will be∼ 1 kHz, the bounce frequency∼
1 Hz and the drift frequency ∼ 1 mHz (KANEKAL; BAKER, 2016). In this condition,
the Hamiltonian mechanics determines adiabatic invariants of the action integral
over each of the cycles, valid as long as oscillations in B and/or E are negligible
during one period of each motion (ROEDERER; LEJOSNE, 2018). Furthermore, the
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length scale of these field fluctuations Lf must not approximate the gyroradius ρc,
that is, ρc � Lf .

The adiabatic invariants relative to the gyration, bounce and drift are defined re-
spectively as:

µ = p2
⊥

2m0B
, (2.22)

J =
∮
p‖ds, (2.23)

Φ =
∮

B · dS. (2.24)

In Equation 2.22, B is the local magnetic strength and m0 is the rest mass, while in
Equation 2.23 ds is the element of the arc of the field line, and in Equation 2.24 Φ is
the magnetic flux enclosed by the particle’s drift shell through the area element dS.
The drift shell is the closed surface of the particle drift around an L shell. Figure
2.6 shows a representation for the case of a drift shell defined in a dipole. Based on
the conservation of Φ, Roederer (1970) introduced an L parameter called L∗ that
is adiabatically conserved for time-dependent and asymmetric B, which determines
the drift shell as given by:

L∗ = 2πk0

ΦRE

, (2.25)

in which L∗ is also dependent on the Earth’s dipole moment (k0) and the Earth
radius (RE).

For constant p, it is possible to derive other constants from the conservation of
invariants µ and J , such as the geometric integral I = J/(2p) and the magnetic
field strength at the mirror point Bm = p2/(2m0µ) (where α reaches 90◦), which
yields the quantity independent of p, K = I

√
Bm (ROEDERER, 1970; LEJOSNE;

KOLLMANN, 2020). The equatorial α (αeq) should also be mentioned, which is the
pitch angle with which a particle crosses the magnetic equator during a bounce.
Particles with small enough αeq can be lost to the high-latitude atmosphere within
a bounce period. That happens when this angle is below the loss cone angle, that is,
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the minimum equatorial pitch angle required for the particle return from the mirror
point and not escape into the atmosphere (JORDANOVA et al., 2020, p. 60). In turn,
µ determines the kinetic energy of the particle associated with the local α.

Figure 2.6 - Drift shell formed by the trajectory of a mirroring particle in a dipole.

SOURCE: Jordanova et al. (2020, p. 61).

The αeq is also the pitch angle that can be related to K. In Table 2.2 are presented
estimations of K(αeq) values computed for the point r = 6.6RE, MLT= 0 UT, with
the dynamic magnetosphere model from Pfitzer et al. (1988), relative to a quiet
condition on 2017/01/26. In this table, αeq = 5◦ gives an estimate of the loss cone
angle at geosynchronous since below this value K could not be defined. Notice that
K is in general symmetric with αeq, so that the K values for 90◦ < αeq ≤ 180◦

would range similar to those shown for αeq ≤ 90◦. Note also that for K . 0.06 the
particles realize the bounce practically upon the magnetic equator, similarly to 90◦

equatorial pitch angles of K = 0.
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Table 2.2 - Second invariant K respective to several equatorial pitch angles at geosyn-
chronous.

αeq
[deg]

K(αeq)
[REG

1/2]
5 4.05
10 1.64
20 0.55
30 0.25
40 0.12
50 0.06
60 0.03
70 0.01
80 0.002
90 0.000

Another global characteristic of the geomagnetic field is the noon-midnight asym-
metry arising from the compression of the magnetopause on the dayside and the
stretching on the nightside. For radiation belts, this asymmetry basically causes the
distortion of the drift shells from the circular form presented in Figure 2.6, along
with an effect called drift shell splitting (ROEDERER, 1970). Because of this effect,
drift orbits of low and high equatorial pitch angles are well separated, being more
circular and located at smaller L∗ for low αeq (high K) than for high αeq (K → 0),
which in turn lies typically at higher L∗. This is the explanation of why L∗ depends
on K(α).

Another aspect to be discussed is the basic distinction between the L parameters
that will be mentioned in the analysis and discussions of the results. The dipole L
represents a reasonable approximation of the drift shell location in regions where
the magnetic field is dipolar, expressed as L = re/RE, in units of RE (where re is
the geocentric radial distance to the drift shell at the equator and L represents this
equatorial distance normalized). When considering more sophisticated geomagnetic
field models, the McIlwain L (McILWAIN, 1961) has been widely used to represent the
drift shell, but still does not account for the conservation of Φ and the asymmetry
of the field (ROEDERER; LEJOSNE, 2018). Therefore, when used for this purpose,
it also represents an approximation of L∗. Thus, the Roederer’s L∗ calculated here
with TS04 provides a more realistic estimate for the drift shell.
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2.2.2 Relativistic electron diffusion and dynamics

It is necessary to define the differential-directional flux j coming from a given direc-
tion in space and collected by a detector. This parameter j = j(E,α,~r) represents
the measured number of particles dN of kinetic energy between E and E + dE, per
unit energy dE, per unit time dt, and unit solid angle dΩ, that cross a surface of
unit area dA perpendicular to the incidence direction, as follows:

j = dN

dA cos θndΩdEdt, (2.26)

where θn is the angle between the normal of dA and the direction along which dΩ is
oriented. The Liouville’s Theorem for trapped particles states that the phase space
density (hereafter PhSD) given by j/p2 is a constant across the dynamical path
of particles conserving µ, K, and L∗, in the absence of external sources or losses
(ROEDERER, 1970; TURNER et al., 2012a).

PhSD is conserved as long as each invariant is also conserved. However, given that
plasma waves are ubiquitous in the near-Earth space, violation involving the three
invariants or a combination of them is likely to occur (SHULZ; LANZEROTTI, 1974).
The immediate consequence is the particle diffusion across the invariant space de-
termined by (µ,K,L∗), which breaks down the conservation of PhSD. To explain
this, consider τc, τb, τd as the gyro, bounce and drift periods respectively, and small
fluctuating fields of timescale δt in stochastic resonance with the periodic motions
of particles, which are specified by a given PhSD. As τc � τb � τd, if δt . τd,
only Φ and L∗ are violated, causing diffusion in L∗, or hereafter radial diffusion. For
δt . τc, µ and K are also violated, and the particles are furthermore subjected to
energy and pitch angle diffusion, respectively.

Thorne (2010) outlined the main plasma waves that play a major role in wave-
particle interactions leading to relativistic electron diffusion across the outer belt.
It can be highlighted the role of ULF waves in radial diffusion, as well as of VLF
chorus, EMICs and plasmaspheric hiss for pitch angle diffusion/scattering, and their
consequences for PhSD in terms of either gain or loss.

The drift-resonance condition satisfied by azimuthally symmetric ULF mixed modes
is given by (e.g., Elkington (2006)):

ω = mωd, (2.27)
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where ω is the wave frequency, m is the associated azimuthal mode number and ωd
is the bounce-averaged drift frequency of the electrons.

Such a stochastic resonance promotes radial diffusion in relativistic electrons, which
means random walks in L∗ either outward or inward. If outward, radial diffusion
causes adiabatic deceleration of electrons on the path out of the inner magneto-
sphere, since µ and K are not violated. It also contributes to electron losses near
the magnetopause down to L∗ = 4−5 during periods of both enhanced compression
of this boundary and ULF wave activity (SHPRITS et al., 2006; TURNER et al., 2012b;
OZEKE et al., 2014b; XIANG et al., 2018).

Inward radial diffusion is responsible to accelerate electrons from a source popula-
tion adiabatically, that is, by moving them to magnetospheric regions of stronger
magnetic fields, while conserving µ andK. This happens because radial diffusion is a
stochastic process, which always tends to smooth out peaks left in the PhSD, causing
the displacement of electrons from regions of higher to lower PhSD (REEVES et al.,
2013). Thus, radial diffusion can also act as an acceleration mechanism, evidenced
by monotonic gradients in PhSD (i.e., ∂PhSD/∂L∗ at fixed µ and K) of positive
slope at L∗ . 5, as recently obtained with NASA Van Allen Probes observations
(e.g., Boyd et al. (2018)). However, growing peaks in the PhSD measured within
this region cannot be explained only by inward diffusion and it has been recognized
that gyro-resonant interaction with chorus waves locally produce this extra gain in
PhSD (GREEN; KIVELSON, 2004; REEVES et al., 2013; LI et al., 2014b).

Studies carried out in the last decades have shown that electron flux enhancements
are well correlated with enhanced Pc5 wave power, which shed light on the role
played by drift-resonant interactions for electron energization in the outer belt (Elk-
ington (2006) and references therein). Elkington et al. (1999) and Elkington et al.
(2003) quantified and demonstrated the potential of acceleration from the drift-
resonance by Pc5s in the toroidal mode, which was also extended to the asymmetric
resonance case. Moreover, it was found that Pc5 in the poloidal mode can contribute
both to outward radial diffusion and acceleration of outer belt electrons. However,
this is less significant than effects of compressional and toroidal modes because the
wave power carried by high-m poloidal modes is much low (ELKINGTON, 2006).
Enhanced Pc5 wave activity was also invoked to explain sudden losses observed
with GOES and NOAA-POES spacecraft during geomagnetic storms (TURNER et

al., 2012b).

On the other hand, the gyroresonance condition satisfied by VLF chorus, EMICs
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and VLF hiss (considering the relativistic limit) is described as (SUMMERS et al.,
1998):

ω − kv‖ = nΩ
γ
, (2.28)

in which ω is the wave frequency, k is the wave number in the direction of propa-
gation, and v‖ is the parallel and resonant velocity, along with n as the cyclotron
harmonic and Ω as the electron gyrofrequency.

The three high-frequency wave types are capable of transporting relativistic elec-
trons into the loss cone through pitch angle scattering (e.g, Baker et al. (2018)),
which primarily involves violation of K, in addition to µ and Φ, as a result of the
gyroresonance. VLF chorus can furthermore lead to significant energy diffusion of
the relativistic electrons in regions of low plasma density as it occurs outside the
plasmapause (SUMMERS et al., 1998). This represents an effective mechanism of ac-
celeration acting on low-energy seed electrons injected from the plasma sheet during
substorms or enhanced convection (JAYNES et al., 2015). Currently, it is believed that
the acceleration by VLF chorus emissions produce the multi-MeV electrons reported
in the outer belt, as well as the growing peaks in the radial profiles of PhSD, not
explained by radial diffusion (BOYD et al., 2018). Table 2.3 summarizes the diffusion
processes generated by each wave aforementioned through resonant interactions,
highlighting their role in electron flux dropouts.

Table 2.3 - Plasma waves recognized to be mainly effective for driving flux dropouts of
outer belt electrons.

Wave Frequency Violate Efficient
electron loss by

Efficient
electron loss to

Hiss/Chorus
Emissions 0.1− 10 kHz* µ,K,Φ pitch angle diffusion

(scattering) atmosphere

EMICs 0.1− 5 Hz µ,K,Φ pitch angle diffusion
(scattering) atmosphere

ULF, Pc5 ∼ 2− 7 mHz Φ
outward
radial

diffusion
magnetopause

(*) It considers the Extremely-low frequency (ELF) range (0.1 − 1 kHz), apart from the
VLF range (1− 10 kHz).

In this situation of stochastic wave-particle interactions, the quasi-linear theory is
sufficient to model slower processes on the order of hours to days affecting the time
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and spatial evolution of PhSD (e.g., Agapitov et al. (2015)). The Fokker-Planck
equation applied to the drift motion describes the drift-averaged PhSD (f) in time
and space, which is written out as (SHULZ; LANZEROTTI, 1974; FOK, 2020):

∂f

∂t
=

2∑
ij=1

∂

∂Ji
Dij

∂f

∂Jj
+ ∂

∂J3
D33

∂f

∂J3
− f

τ
+ S, (2.29)

where J1,J2 and J3 represent the three adiabatic invariants µ,K and L∗, respectively,
f = f(t, J1, J2, J3) is the PhSD, Dij are the cross-diffusion coefficients between
J1 = µ and J2 = K, D33 is the drift-averaged radial diffusion coefficient model
(hereafter named DLL), τ represents electron lifetimes used to define the loss term
on the right-hand side of the equation and S is the source term.

Solving the full Fokker-Planck equation requires implementation of a 3D model, such
as DREAM3D (TU et al., 2013; TU et al., 2014). 3D modeling can be robust enough
to reproduce dropouts and enhancements in PhSD comparable to observations, as
long as the wave power of all types of wave-particle resonances investigated are
properly quantified. This is because the wave power of the ULF wave modes and
high-frequency wave modes serve as input for the radial diffusion and cross-diffusion
coefficient models, respectively. Consequently, the global representation of such wave
modes is required, in which the observations in the inner magnetosphere as provided
by the Van Allen Probes are crucial, together with the proposition of empirical
models of the observed wave power distribution. This scenario becomes easier to
handle when the diffusion is considered, for example, across L∗ only. This is the case
of the 1D radial diffusion modeling considered in this work.

2.2.2.1 Causes of flux dropouts

Flux dropouts in the radiation belts were first related to the diamagnetic effect of
the ring current during storm time, i.e, with the global decrease of the geomagnetic
field induced by the storm-time symmetric ring current (Turner et al. (2012a) and
references therein). The Dst effect (Dessler and Karplus (1961), McIlwain (1966),
Li et al. (1997)) generates flux dropouts fully adiabatic that often take place at the
geosynchronous orbit during the main phase of storms (KIM; CHAN, 1997). In this
process, electrons are not actually lost to the atmosphere or the magnetosheath. In
a given drift shell, once the local magnetic field intensity decreases in response to
the storm main phase, the absolute value of the magnetic flux enclosed by the drift
shell decreases, causing the drift shell to expand radially outward to conserve the
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previous value of Φ (its third invariant). In the meantime, electrons decelerate to
conserve µ, as explained previously for the outward diffusion. This is the cause of
adiabatic losses in the main phase, which are removed from observations of PhSD so
that nonadiabatic processes can be distinguished (e.g., Chen et al. (2006)). During
the recovery phase, this drift shell moves back to prestorm radial locations where
the electrons are accelerated to prestorm energies (ROEDERER, 1970, p. 79).

Concerning nonadiabatic processes, there are two major classes of flux dropouts that
can operate together in the storm main phase: magnetopause shadowing-driven and
EMIC wave-driven (XIANG et al., 2017). Magnetopause shadowing (e.g., Turner et
al. (2012b), Hudson et al. (2014), Alves et al. (2016), Kang et al. (2018), Tu et al.
(2019)) is the process that causes expressive outer belt electron dropouts across the
magnetopause, close to the equator, whenever this boundary is highly compressed on
the dayside. As a result, drift shells affected by this mechanism are no longer closed
and L∗ cannot be defined. Low-K populations characteristic of high-L∗ are most
commonly affected, but significant shadowing dynamics can also lead to dropouts of
high-K relativistic electrons located at low-L∗ (e.g., the intense geomagnetic storm
on 22-23 June 2015 investigated by Xiang et al. (2017) and Tu et al. (2019)). Such
a mechanism becomes highly effective for sudden losses through the act of outward
radial diffusion (SHPRITS et al., 2006; TURNER et al., 2012b). Outward diffusion thus
operates as a secondary mechanism that moves electrons from L∗ ∼ 4− 5 of higher
PhSD to be lost across the last closed drift shell (maximum L∗; say L∗ ∼ 5− 6) of
lower PhSD due to the shadowing.

In terms of fast outer belt depletions on timescale of a few hours or less, pitch angle
scattering by EMIC waves is the other dynamic mechanism of major concern (Tu et
al. (2019) and references therein). It mainly affects high-K and high-µ populations,
therefore multi-MeV electrons at low-L∗, specifically in the heart of the outer belt
within L∗ ∼ 4 − 4.5 (TURNER et al., 2014; SHPRITS et al., 2017; XIANG et al., 2018).
Pitch angle scattering causes ultimate electron losses to the atmosphere through
precipitation from the loss cone (SHULZ; LANZEROTTI, 1974, p. 60).

Slower atmospheric losses are generally driven by pitch angle scattering from the
electron-gyroresonance with whistler mode chorus and plasmaspheric hiss (THORNE,
2010). The timescale involved is days for chorus and tens of days for hiss waves
during active times and MeV energies, which also depends on L (SHPRITS et al.,
2007; ORLOVA et al., 2014). Chorus wave modes are likely to pitch angle scatter outer
belt electrons outside the plasmapause, predominantly on the dawn side, while hiss
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modes are most effective inside the plasmasphere and within plasmaspheric plumes.

2.2.3 Quantifying ULF wave-driven radial diffusion

The timescale of dropouts caused by the outward radial diffusion in conjunction
with magnetopause shadowing is in the order of hours (OLIFER et al., 2018). How-
ever, similar to the slower atmospheric losses, outward diffusion produces gradual
decreases in the outer belt PhSD (LI et al., 2014b; MANN et al., 2016; SHPRITS et al.,
2017). These gradual changes in PhSD driven by radial diffusion are related to the
magnitude of the radial diffusion rates of the electrons, that is, DLL. The meaning
of DLL can be represented with the formula:

DLL = 〈(∆L)2〉
2t . (2.30)

Thus, DLL represents the mean squared displacement of the radiation belt particles
over a timescale t much greater than their drift period (e.g., Tu et al. (2012)).
Since the L parameter is a normalized quantity, DLL is commonly given in units of
[days−1]. On the other hand, assuming equatorially-mirroring relativistic electrons,
the contribution of the ULF wave symmetrical resonance modes to DLL is quantified
as (FEI et al., 2006):

DE
LL = L6

8B2
ER

2
E

∑
m=1

PE
m(mωd), (2.31)

DB
LL = µ2L4

8e2γ2B2
ER

4
E

∑
m=1

m2PB
m (mωd), (2.32)

DLL = DE
LL +DB

LL, (2.33)

where DE
LL and DB

LL are the resulting electric and magnetic radial diffusion coef-
ficients, respectively, whose sum gives the total DLL as shown in Equation 2.33.
They are proportional to the sum of the power spectral densities (PSD: PE

m and
PB
m terms) of the ULF waves in the azimuthal electric field and the compressional

magnetic field components, taken at the drift-resonant frequencies that satisfy the
condition in Equation 2.27. L represents the model for the drift shell adopted (e.g.,
dipole L), BE is the equatorial strength of the Earth’s magnetic field at the surface,
e is the electron charge, and γ is the Lorentz relativistic factor. In this formalism, a
random correlation is assumed between electric and magnetic disturbances, although
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this cannot be confirmed in practice (LEJOSNE; KOLLMANN, 2020).

For this calculation, it is essential to know the angular drift frequency at a given L
on the equator, which for 90◦ pitch angle electrons and a given µ (first invariant) is
expressed as:

ωd = −3µ
eγ(LRE)2 . (2.34)

A pure dipole magnetic field is assumed in this expression (OZEKE et al., 2014a).

2.2.3.1 Empirical and statistical models of DLL

In this section, the empirical and statistical models of radial diffusion coefficients
used in this study are presented. They are all parameterized by the Kp geomagnetic
index, which is considered a good proxy of ULF wave activity to quantify radial
diffusion (DIMITRAKOUDIS et al., 2015).

The first model investigated was proposed by Brautigam and Albert (2000). The for-
malism behind calculating radial diffusion coefficients using this model differ from
FEI et al.’s (2006), in the sense that DLL is separated into electromagnetic and elec-
trostatic counterparts, such as introduced by Falthammar (1965). Specifically, in
relation to the derivation of the electromagnetic coefficients, or as of now DM

LL,
the authors used in-situ measurements of compressional magnetic field PSD of the
geosynchronous orbit (L = 6.6), while magnetic field measurements from ground
magnetometers mapped to the equatorial plane accounted for the inductive oscilla-
tions of the electric field at L ∼ 4 (OZEKE et al., 2014a). In particular, this model
considers that all power contained in the compressional magnetic field fluctuations
concerns perturbations only in the main field, assuming a single symmetric resonance
mode given by m = 0.

As it is known that DM
LL alone overestimates particle fluxes at L . 4, as simulated by

radial diffusion models (OZEKE et al., 2014a), Dstatic
LL was omitted in this work from

the analysis and discussions. Thus, the electromagnetic radial diffusion estimates
defined by Brautigam and Albert (2000) are calculated using the following equation:

DM,BA
LL (Kp,L) = 10(0.506×Kp−9.325) · L10, (2.35)

which is valid for Kp = 1 to 6 and covers L shells from 3 to 6.6. Outside this range,
the rates are extrapolations of the fit equation. For Kp < 1 or Kp > 6, the results
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of Kp = 1 and Kp = 6 are used, respectively.

Another empirical model discussed is that proposed by Liu et al. (2016). In this
case, the model of electric radial diffusion coefficients was derived from seven-year
(2008 − 2014) measurements by THEMIS of quasi-azimuthal electric field PSD. It
covers a wider range of L shells (3.5 to 7.5), with the Kp values considered going
from 0 to 5+. DLL was obtained in this model assuming m = 1, so that PSD values
were taken at local resonance frequencies. In addition to traditionally organizing
the PSD values found in terms of L, Kp, and MLT, these authors also obtained a
parameterization in relation to µ, resulting in the fitting equation below for DE

LL:

DE,LIU
LL (Kp,L, µ) = 1.115 · 10−6 · 10(0.281×Kp) · L8.184 · µ−0.608. (2.36)

The other model considered in this work is that of Ali et al. (2016). This model is
based on three years (2012−2015) of electric and magnetic field PSD measurements
in field aligned coordinates by the Van Allen Probes A and B. Radial diffusion
coefficients were obtained for Kp indices not higher than 5. However, unlike the
other empirical models presented, the DLL from this model was actually evaluated
along the probes’ L∗ location (within 3 − 5.5RE), rather than the often assumed
simplified L shell. To this, the authors used the TS04 external magnetic field model
in this calculation. Assuming the single-mode number m = 1, the acquired model
of magnetic and electric DLL components reads as follows:

DB,ALI
LL (Kp,L∗) = exp (−16.253 + 0.224 ·Kp · L∗ + L∗), (2.37)

DE,ALI
LL (Kp,L∗) = exp (−16.951 + 0.181 ·Kp · L∗ + 1.982 · L∗). (2.38)
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3 DATA AND METHODOLOGY

The objective of this work is to study flux dropouts related to the magnetospheric
coupling with CIRs. These solar wind structures were frequent throughout the de-
scending phase of solar cycle 24, a condition found at the final years of operation of
the NASA’s Van Allen Probes between 2016 and 2018, and whose data have not yet
been fully explored by the space physics community. On the other hand, ULF wave-
driven radial diffusion during such loss scenarios is the main dynamic mechanism to
be investigated in the outer radiation belt through this methodology. This investiga-
tion was carried out from the point of view of data analysis and MHD simulation, to
account for the radial diffusion quantification, and through data analysis and radial
diffusion simulation, to account for the electron distribution function evaluation.

Based on these objectives, preliminary observations of the evolution of relativistic
electron fluxes measured by Van Allen Probe A were made for the time interval of
several CIRs cataloged for this thesis. In doing so, two similar CIR events that in-
troduced distinct dropout dynamics into the outer belt were initially selected (called
cases 1 and 2). For these events, the event-specific radial diffusion coefficients were
calculated from MHD magnetic and electric fields. To validate these results, diffu-
sion coefficients were also obtained from in-situ fields, measured by Van Allen Probe
B (EMFISIS and EFW suites - Kletzing et al. (2013), Wygant et al. (2013)) and
THEMIS spacecraft (FGM and EFI instruments - Auster et al. (2009), Bonnell et
al. ()). It should be noted that the Van Allen Probe A has been without high-level
electric field data since 2017. The data set used allowed the analysis of in-situ ULF
waves and derived diffusion coefficients inside 3 < L < 9, as modeled with MHD.

During the analysis, additional case studies of data-driven DLL were necessary (to
be explained in Chapter 5), so that two more events were added. The third case
chosen (case 3) was driven by an Interplanetary Coronal Mass Ejection (ICME),
while the forth event (case 4) was taken from the catalog of CIRs. Significant flux
dropouts were observed in case 4, whereas no attempt is made to interpret flux
results from case 3 since ICME-driven dropouts are outside the scope of this work
(although the analysis of this event is relevant for discussions on data-driven DLL).
Thus, no background information is given concerning this ICME. Cases 1, 2, and 4
then compose the set of events investigated using the radial diffusion model.

This chapter will initially give more details about the data assets available for select-
ing CIR events, as well as those used for particle observations and input conditions
in radial diffusion simulations, as provided with the Van Allen Probes and GOES
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spacecraft. This is followed by a review of two relevant methods for data analysis,
regarding the transformation of the measured fluxes into phase space density (the
electron distribution function) and the calculation of ULF wave modes intensities
from observed fields. Finally, a review is made of the main theoretical aspects of
the proposed radial diffusion modeling and of the last closed drift shell parameter
obtained through successive drift shell tracing.

3.1 Data assets

3.1.1 CIRs and related solar wind data

A CIR is formed in the interplanetary medium as a result of the interaction of high-
speed streams (HSSs) originating from coronal holes in the Sun and the slow solar
wind that emanates from above of streamer belts that encircle the solar magnetic
equator (WOO; MARTIN, 1997; RICHARDSON, 2018). These solar wind streams ex-
pand radially across the heliosphere with different characteristic velocities (∼ 700
km/s for the fast wind and ∼ 250− 400 km/s for the slow wind), temperature and
density (HSSs are hotter and less dense), following the ∼ 27 days rotation of the
Sun as seen from Earth. The two plasma flows (HSS and slow solar wind) end up
meeting at very large distances near the ecliptic plane. However, because of the
frozen-in condition inherent to both plasmas, the trailing fast wind cannot simply
cross the slow wind and consequently, a compression region is formed ahead of the
HSS (see top of Figure 3.1 for illustration). In the case of multiple recurrences of
the HSS associated with a long-lasting coronal hole in the solar disk, the resulting
interplanetary compression regions are referred to as CIRs. Otherwise, the single
compression regions are classified as stream interaction regions.

In Figure 3.1, solar wind streams are denoted as S for the slow wind, S’ for the
compressed and accelerated slow wind, F’ for the compressed and decelerated fast
wind, F for the unperturbed fast wind, with S’ and F’ delimiting the interaction
regions and R a rarefaction region. The bottom panels show a series of signatures
in several solar wind parameters, expected for the passage of CIRs at 1 AU (astro-
nomical unit), following Belcher and Davis (1971). This involves the analysis of time
series of (but not restricted to) the bulk temperature (T), velocity (V), density (N),
interplanetary magnetic field intensity (B), and transverse flow velocity (Vφ). CIRs
cause significant enhancements in these parameters, except a decrease in plasma
density and a reversal in the direction of propagation of the transverse flow velocity
during the passage of the compressed and decelerated fast wind (indicated by F’).
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Figure 3.1 - Schematic of the formation of two CIRs and expected variations in the pa-
rameters of the solar wind at 1 AU.

S (slow wind), F (fast wind), and R (rarefaction). S’ and F’ are denoting the passage and
properties of the disturbed solar wind streams within the CIR. Solar wind parameters
shown are the bulk temperature (T), velocity (V), density (N), interplanetary magnetic
field intensity (B), and transverse flow velocity (Vφ). See text for details.

SOURCE: Adapted from Richardson (2018), after Belcher and Davis (1971).

Thus, to select CIR-events corresponding to the solar cycle 24, these proper-
ties were inspected in the solar wind data provided by the OMNIWeb database
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(https://omniweb.gsfc.nasa.gov/form/omni_min.html), for the 2016− 2018 bi-
ennium. One-minute averages of combined spacecraft measurements taken at the L1
Lagrangian point (about 235 RE from the Earth’s surface) were used. This data set
has already been time-shifted from the L1 point to the nose of the Earth’s bow shock,
for proper observations of the solar wind transients during the time of interaction
with the magnetosphere. For example, two satellites available for data collection
through OMNIWeb from 2016 to 2018 were ACE (1997 - present) and WIND (1995
- present).

As a by-product of these analyses, the recurrences of 11 CIRs were tabulated, which,
in total, correspond to the arrival at Earth’s bow shock of 46 stream interaction
regions during the considered biennium. This is shown in Table B.1 in Appendix
B. The coronal hole history catalog provided by Solen.info (http://www.solen.
info/solar/coronal_holes.html) was used to identify the recurrence numbers
and Earth-directed periods of coronal holes existing in this interval, as shown in the
second and third columns of this table. Another catalog available on the DONKI-
NASA website (https://kauai.ccmc.gsfc.nasa.gov/DONKI/search/) was used
to obtain information on the arrival date of the HSS generated by these coronal
holes, as indicated in the forth column. Such a catalog can be used in subsequent
follow-up studies on verification, for example, whether the inner magnetosphere
responded similarly or not to interactions with those series of CIRs.

3.1.2 Particle flux measurements

3.1.2.1 Van Allen Probes A and B

NASA’s Van Allen Probes mission, formerly known as Radiation Belt Storm Probes
(RBSP), went into operation on August 30, 2012. Its goal was to perform daily/dual-
point measurements of particle fluxes from the inner and outer zones of the radiation
belts over several L shells and with better temporal and energy resolutions than those
obtained in previous missions (e.g., CRRES, LANL and GOES) (BAKER et al., 2013).
Over their operation lifetime (2012 − 2019), the twin Van Allen Probes A and B
executed almost identical elliptical orbits with a small inclination of 10◦± 0.25◦, an
apogee altitude of the order of 30,000 km and ∼ 600 km for the perigee (STRATTON

et al., 2013).

Among the different instruments carried on board, the mission had an Energetic
Particle, Composition, and Thermal Plasma Suite (ECT). It consists of three types
of detectors dedicated to measurements of flux, energy spectra, and angular distri-
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butions of 1 − 50 keV ions and electrons (HOPE; Funsten et al. (2013)), 30 keV −
5 MeV electrons and 20 keV − 1 MeV ions (MagEIS; Blake et al. (2013)), and ∼
1 to >10 MeV electrons and 20 − 75 MeV protons (REPT; Baker et al. (2013)).
As this work is concerned with the flux changes of relativistic electrons (< 2 MeV),
data set either provided by MagEIS and REPT were utilized for the analyses. In
addition, transformation of the particle fluxes into phase space density for fixed first
and second adiabatic invariants (µ and K) requires continuous measurements of the
energy spectra (10s of keV to a few MeV) and pitch angle distribution (∼ 0◦ to 90◦)
for the entire Van Allen Probes orbit, which is effectively achieved using the data
set from both instruments.

Although the multiple sensors were designed to minimize background contamination
in electron flux measurements due to penetrating radiation and bremsstrahlung
photons (BAKER et al., 2013), efforts had to be made to correct the fluxes obtained
with MagEIS (CLAUDEPIERRE et al., 2015) and REPT (BOYD et al., 2019). These
authors showed that this was critical when local counting rates were low, so that the
backgrounds could be dominated by the influence of galactic cosmic rays throughout
the outer zone and by 100s of MeV protons in the inner zone, generating effects on
multi-MeV and ∼ MeV energies, respectively. Bremsstrahlung photons generated
by energetic electrons through interaction with the spacecraft material have been
shown to be responsible for background contamination in 100s of keV electron fluxes
measured by MagEIS in the heart of the outer belt (CLAUDEPIERRE et al., 2015).
However, as the large-scale dynamics given by the corrected fluxes were preserved in
the uncorrected data, this uncorrected data set was the choice for our event analysis.

In fact, Van Allen Probes ECT detectors (essentially solid-state telescopes) measure
the counting rate of particles, at a given energy, passing through the area of the
sensors with an incidence direction within a solid angle constrained to the instrument
configuration (WALT, 2005). The differential (energy resolved) and directional (pitch
angle resolved) fluxes are then determined from this quantity and represent the
measured number of particles per second, solid angle, unit area, and energy (units
of [1/s.sr.cm2.keV ]). They are typically a function of a parameter of location (here
the L shell) and UTC time, besides energy, and pitch angle. For the Van Allen
Probes, this type of data is publicly released by the ECT science team as Level 3
(https://www.rbsp-ect.lanl.gov/science/DataDirectories.php)
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3.1.2.2 GOES spacecraft

While Van Allen Probes measurements cover a wide range of L shells (typically
2 < L < 6) within the trapped radiation zones, those from the US Geostationary
Operational Environmental Satellite (GOES) are almost fixed at L = 6.6, the so-
called geosynchronous orbit. Thus, the GOES trajectory along multiple longitude
positions is favorable for the validation of MHD simulations of the magnetosphere,
both in terms of magnetic fields and particle fluxes (e.g., Fei et al. (2006), Tu et
al. (2012)), and for the construction of variable outer boundary conditions in radial
diffusion simulations (e.g., Castillo et al. (2019)). The GOES magnetic field and
particle flux data sets were used in this research in both cases.

We analyzed 1-minute averages of magnetic field observations from both GOES-
13 (104.5◦ W) and GOES-15 (74.8◦ W) satellites, launched in 2006 and 2010, re-
spectively. Electron fluxes were taken only from GOES-15. These are differential-
directional measurements, provided with nine solid-state-detector telescopes of the
Magnetospheric Electron Detector (MAGED). Each of the telescopes reports elec-
tron fluxes resolved in a given pitch angle from ∼ 0◦ to more than 90◦, as well as
in five energy bands (30− 50 keV, 50− 100 keV, 100− 200 keV, 200− 350 keV and
350 − 600 keV), with central energies being: 40, 75, 150, 275, and 475 keV. Since
GOES-13 and -15 were designed to fly upright or inverted, telescope 1 (T1) is the
only invariant in relation to its field-of-view (FOV) direction (0◦ south). The other
telescopes undergo east-west and north-south swaps whenever the satellite changes
direction (JAYNES et al., 2013). This means that T1 always measures fluxes at the
same pitch angle of ∼ 80◦, whereas T2 to T9 switch pitch angles depending on the
change in FOV during upright or inverted directions.

GOES average data sets, including MAGED 5-minute fluxes and correspond-
ing local pitch angles at 1-minute cadence, are available, as separated files, at
https://satdat.ngdc.noaa.gov/sem/goes/data/avg/. These electron flux data
have been corrected for high-energy proton contamination (HANSER, ).

3.2 Methods for data analysis

3.2.1 Transformation of observed electron flux to phase space density

As stated previously, particle differential-directional fluxes are usually determined in
relation to the local pitch angle (α), energy (E), and radial position (~r), where the
changes may not represent actual diffusion processes in progress. This is because
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these reference coordinates are not preserved, due to slowly time-varying spatial
asymmetries of the geomagnetic field (ROEDERER; LEJOSNE, 2018). It is more ap-
propriate to analyze such particle distributions in a true invariant coordinate system
based on the conservation of the three adiabatic invariants of motion (µ, K, and
L∗). In this way, fully adiabatic changes are removed and nonadiabatic processes
can be distinguished (SHULZ; LANZEROTTI, 1974). In this case, Liouville’s theorem
assigns the phase space density (here denoted as PhSD) as the distribution function
(f) to be conserved, as long as the invariants remain constant.

The transformation of the measured differential-directional flux j(E,α,~r, t) along
a satellite path into f(µ,K,L∗, t), at fixed µ and K values, can be described as
follows. First, a pair of fixed µ′ and K ′ values is chosen, then a global magnetic
field is required to calculate the corresponding K of a sample of local pitch angles
(5◦ − 90◦) at each instant of time (ti) and given satellite location (~r). Interpolation
is done to acquire the pitch angle (αi) assigned to K ′. In case K ′ is outside the
instantaneous range of K values due to a change in the magnetic field configuration,
αi is no longer defined, as well as the instantaneous PhSD and L∗. However, if αi is
defined, the process of getting PhSD continues, and a new interpolation is performed
on α (measured pitch-angle distribution) in order to obtain j(E,K ′, ~r, ti). This leads
to a set of interpolated fluxes at αi, relative to each energy channel (E) provided
by the satellite. Also, a kinetic energy (Ei) corresponding to µ′ can be derived by
equating the two relations that define the particle’s relativistic momentum squared
(based on the conservation of µ and on the energy-momentum equation (GREEN;

KIVELSON, 2004)):

p2 = 2m0Bµ
′

sin2(αi)
; p2 = (E2

i + 2m0c
2Ei)

c2 , (3.1)

where m0 is the electron rest mass, B is the local magnetic field strength (either
measured or modeled), and c is the speed of light.

A final interpolation is done over E (measured energy spectra) to obtain the corre-
sponding flux at Ei, which leads to j(µ′, K ′, ~r, ti). To complete the set of invariant
coordinates for representing PhSD, L∗ at K ′ must also be obtained for each instant
ti. This can also be done by interpolating over a previous sample of L∗ values calcu-
lated for a distribution of local pitch angles, as explained previously for the invariant
K. The instantaneous PhSD fully described in the adiabatic reference space is finally
obtained through (HARTLEY; DENTON, 2014):
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j(µ′, K ′, L∗(K ′), ti)
p2 = j(µ′, K ′, L∗(K ′), ti)× c2

Ei(Ei + 2m0c2) . (3.2)

Figure 3.2 summarizes those steps described to calculate PhSD at fixed µ and K

values in an instant of time. As a rule, PhSD is often given in the GEM (Geospace
Environment Modeling) unit of [c/MeV.cm]3. For this, the following equation is the
one really applied in this work to convert the differential-directional electron fluxes
(j) into PhSD (f) (similar to Chen et al. (2005)):

f(µ′, K ′, L∗(K ′), ti) = j(µ′, K ′, L∗(K ′), ti)
Ei(Ei + 2m0c2) 3.325× 10−8, (3.3)

with Ei and m0c
2 in MeV, and j in units of [1/s.sr.cm2.keV ].
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Figure 3.2 - Flowchart listing procedures to compute phase space densities from electron
flux measurements.

In an instant of time ti, for a satellite located at position ~r, choose a pair of first and
second invariants (µ′,K ′) for the PhSD to be fixed. From a sample of K values calculated
for a distribution of local pitch angles with the selected magnetic field model, find the
local pitch angle α corresponding to K ′, hereafter αi. With the pair (µ′, αi), determine
the energy Ei corresponding to µ′ by using Equations 3.1, in which the local magnetic
field strength B either measured or modeled will be required. Also, determine L∗(K ′),
i.e., L∗(αi). The next steps will be to interpolate the electron flux j(E,α,~r, ti) over the
measured pitch angle distribution and then over the measured energy spectra to obtain
j(Ei, αi, ~r, ti), which is equivalent to j(µ′,K ′, L∗(K ′), ti). Finally, Equation 3.3 is used to
derive the PhSD in the GEM unit as f(µ′,K ′, L∗(K ′), ti).

SOURCE: Modified from Tu (2011, p. 15).

Some general aspects of the code developed for this thesis to deal with the described
approach are: (a) linear interpolation was applied in all required interpolation in-
stances, in which an exponential fit was assumed for the interpolation of j over
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energy (E); (b) in contrast with previous works, for the estimation of Ei (instant
energy correspondent to µ′), B modeled with TS04 was used instead of the mea-
sured field strength provided by the spacecraft magnetometers. It was found that
this improved comparisons with previously published data for the 22-23 June 2015
storm by Tu et al. (2019). Specifically, the temporal variations in PhSD and spatial
coverage between these data were very similar.

Other settings related to the conversion of Van Allen Probes flux measurements are:
(i) the data set used forK and L∗ invariants are from the magnetic ephemerides files,
publicly available at (https://www.rbsp-ect.lanl.gov/data_pub/). The calcula-
tion of these invariants involved the use of TS04 as the external magnetic field model.
(ii) Since the data from these magnetic ephemerides files are given with a 5-minute
resolution, the flux data provided by the REPT and MagEIS instruments had to be
initially averaged out to match this 5-minute resolution. Their original resolution is
∼ 11s (the spacecraft spin period). (iii) Regarding the energy spectrum defined for
interpolation of electron flux at fixed µ, we followed the recommendations of Boyd et
al. (2019) for the construction of a continuous spectrum, using differential-directional
flux data from both REPT and MagEIS instruments. In short, only MagEIS data
were used for energies up to 2 MeV, a combined spectrum was needed for energies
between 2 and 3 MeV, and only REPT measurements were used for fluxes at en-
ergies above 3 MeV. Also, REPT data at energies above 10 MeV was discarded to
minimize the effects from background contamination due to cosmic rays or inner
zone protons.

The settings considered for conversion of GOES flux measurements are: (i) as there
are no available data products for magnetic ephemerides of the GOES spacecraft, we
launched, in MATLAB®, the library IRBEM-LIB (BOSCHER et al., 2012) using time-
dependent TS04 model for shell-tracing and computation of K and L∗ of the events,
at local pitch angles from 30◦ to 90◦, with a 10◦ step. The subroutine “onera_desp_-
lib_make_lstar_shell_splitting” was used. In addition to L∗, it also gives as outputs
Bm, Bmin, and I, that is, the B strength at the mirror point, at the equator, and
the quantity related to K. Since these are pitch-angle dependent values, the local
(modeled) B strength was then derived from the conservation of µ, using Bm as
the reference field (see Equation below), for which any of the local pitch angles (α′)
implemented works:

B = Bm(α′) sin2(α′). (3.4)

The derived K(α′, t) and L∗(α′, t) invariants and B(t) were the necessary input data
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to obtain PhSD in fixed µ and K values from the GOES fluxes. The energy spectra
provided by the GOES spacecraft for fluxes at up to 0.475 MeV central energy allows
the analysis of PhSD up to µ ∼ 400 MeV/G, at L∗ ∼ 6 (r = 6.6 RE) as calculated
with TS04. Hence, to obtain PhSD at higher values of µ, required to evaluate the
dynamics of outer belt relativistic electrons up to the geosynchronous orbit, the
exponential fit assumed for the flux energy spectrum was taken for the extrapolation
of fluxes above 0.475 MeV at µ-related energies (Ei). To validate the PhSD data
set calculated using this approach (based on flux extrapolation), a cross-calibration
analysis was performed, which will be discussed in Chapter 6.

3.2.1.1 Error estimates

The phase space density matching technique (REEVES et al., 2013; MORLEY et al.,
2013) was tested at the interval of our case study 2 (20 − 22 November 2017), in
order to estimate the errors generated in PhSD by the developed code. According
to Liouville’s theorem, two spacecraft orbiting the same drift shell (L∗ space) must
observe the same PhSD for fixed µ and K, unless they have reached any loss or
source region in the radiation belts.

Figure 3.3 exemplifies this test. The top panel shows the conjunction times (between
Van Allen Probes A and B) selected for analysis, represented by the black circles.
A dropout is seen in this chart starting from ∼ 0 UT on November 21, followed by
enhancements later on November 22. For each of the conjunctions (where |L∗A−L∗B|
≤ 0.1 RE), a difference (matching) factor of the error related to the PhSD values
calculated with both probes was obtained by dividing the larger phase space density
by the smaller phase space density, regardless of satellite. Factors around 1 (but
not much greater than 2) represent that most of the uncertainty comes from the
global magnetic field model applied to obtain the adiabatic invariants instead of
instrumental cross-calibration uncertainties (REEVES et al., 2013).

The bottom panel displays the dispersion of these PhSD factors in relation to the
associated mean relative errors in B (the magnitude of the local magnetic field).
This mean relative error in B was derived at each conjunction time, calculating
the average of the relative ratios between the measured and modeled values of B,
obtained for the two probes as (Bmes−Bmod)/Bmes. For the PhSD data analyzed at
µ = 3433 MeV/G and K = 0.11 G1/2RE, the mean PhSD factor obtained was 1.19.
Morley et al. (2013) found an average PhSD factor of 1.06 for the 11− 12 October
2012 interval (for equal µ and K values), with the caveat that in this matching
analysis only the REPT flux data were used by these authors. On the other hand,
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Reeves et al. (2013) found for a similar event that a relative error of 15% in B would
generate a PhSD factor below 2, and a factor of ∼ 1.4 for an error in B of 4%. The
PhSD factors shown in Figure 3.3 roughly agree with those estimates. Therefore,
the developed code can be considered validated. It shows for a dynamic interval in
the outer radiation belt that the difference factors generated from the dual PhSD
measured by the Van Allen Probes were mainly generated by errors in B, associated
with the use of the TS04 model during the PhSD transformations.

Figure 3.3 - Phase space density observations from Van Allen Probes A and B during
case study 2 (top), along with matching factors between these probes’ PhSD,
plotted against the mean relative errors found in local B (bottom).

Calculations using the TS04 magnetosphere model.

SOURCE: Produced by the author.
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3.2.2 ULF waves in field aligned coordinates

In Chapter 4, it will be shown that quantifying radial diffusion requires determining
ULF wave power. This can be done from fluctuating electric and magnetic fields,
described in the geomagnetic field aligned reference frame because trapped particle
motion in the magnetosphere occurs naturally in this system (FALTHAMMAR, 1965;
FEI et al., 2006). Nowadays, plasma waves measurements are ubiquitous in magneto-
spheric scientific missions and are usually determined in geocentric reference frames,
such as the geocentric solar ecliptic (GSE).

GSE is the system in which the x-axis points from the earth towards the sun, with
the y-axis pointing towards dusk along the ecliptic plane. The z-axis is parallel to the
ecliptic pole (KIVELSON; RUSSELL, 1995). If the orientation of the magnetic pole is
concerned, the solar magnetic (SM) system is the one in which the z-axis is parallel
to the northern magnetic dipole, and the y-axis is perpendicular to the Earth-Sun
line in the dusk direction, as in GSM. A tilt angle around the y-axis makes GSM to
differ from the SM coordinates, leading the SM x-axis not to point directly at the
Sun.

Figure 3.4 - Application of the FAC system to a satellite position ~r in a geomagnetic field
line obtained with the T96 magnetosphere model (TSYGANENKO, 1995), at
quiet conditions.

SOURCE: Regi et al. (2016).
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Recently, Regi et al. (2016) listed a few techniques for rotating in-situ magnetic field
vectors from the GSE to the mean field aligned coordinate (FAC) system, including
the widely known moving average procedure. In considering a time series of the
local magnetic field ~B(t) measured by a satellite located at ~r(t), such a method can
be used to find the associated slowly-varying background magnetic field ~B0(t). In
this work, moving average was the method implemented to obtain ~B0(t). With the
knowledge of ~B0(t) (representing the local mean orientation of the geomagnetic field)
and ~r(t), the instantaneous-local unit vectors of the FAC system can be calculated
as (REGI et al., 2016; ALVES et al., 2017):


µ̂(t) = ~B0(t)/

∥∥∥ ~B0(t)
∥∥∥ ; (compressional)

φ̂(t) = ~r(t)× ~B0(t)/
∥∥∥~r(t)× ~B0(t)

∥∥∥ ; (toroidal)

ν̂(t) = µ̂(t)× φ̂(t); (poloidal)

(3.5)

As indicated in Equations 3.5 and illustrated in Figure 3.4, the unit vectors µ̂(t),
φ̂(t) and ν̂(t) resolve parallel, azimuthal and radial directions to ~B0(t), which al-
low the observation of ULF waves in compressional, toroidal and poloidal modes,
respectively.

The rotation matrix defined from geocentric (GSE) to FAC coordinates, at instant
t, then becomes:

R(t) =


µ̂x(t) µ̂y(t) µ̂z(t)
φ̂x(t) φ̂y(t) φ̂z(t)
ν̂x(t) ν̂y(t) ν̂z(t)

 (3.6)

in which the magnetic field vector ~B(t) is rotated through:

~BFAC(t) = R(t) ~BGSE(t), (3.7)

Finally, ULF fluctuations at frequencies much higher than set to find ~B0(t) are
determined from ~BFAC(t), by making ~bFAC(t) = ~BFAC(t) − ~B0(t). Hence, ~bFAC(t)
provides the instantaneous vector of magnetic fluctuations described in the FAC
coordinates, from which ULF wave modes can be inspected.

The rotation matrix R(t) can also be used to transform electric field vectors, in order
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to acquire the associated electric field components of the toroidal and poloidal wave
modes, that is, the radial electric field (Eν) and the azimuthal electric field (Eφ).
In reality, compressional waves can also induce Eφ. It is worth mentioning that the
toroidal and poloidal modes arise from the theory of field line resonances proposed
by Dungey (1967), in which ULF waves are treated as standing Alfvén waves along
the Earth’s magnetic field lines frozen in the conducting ionosphere (WATERS, 2000;
SHPRITS et al., 2008). The compressional mode is related to MHD waves of the fast
mode (McPHERRON, 2005), which can also be coupled in field line resonances, i. e.,
toroidal and poloidal modes, in the magnetosphere (WATERS, 2000).

Among the set of field-aligned magnetic field components {Bµ, Bφ, Bν} and electric
field components {Eν , Eφ}, those that can cause radial diffusion in relativistic elec-
trons are the compressional magnetic field (Bµ; from now on B‖), and the azimuthal
electric field (Eφ), as shown by Falthammar (1965).

In addition to the FAC rotation approach presented, Eφ and B‖ wave components
can also be determined by having the original electric and magnetic field vectors,
near the equator, given in SM cylindrical coordinates (ρ - radial, φ - azimuthal, z
- vertical) (e.g., Ali et al. (2016)). B‖ in the FAC system corresponds directly to
Bz in SM, while Eφ fluctuations in FAC correspond to Eφ fluctuations in SM, since
their respective unit vectors φ̂FAC and φ̂SM both point eastward (same sense of the
electron drift motion and, hence, appropriate to calculate DE

LL).

This is a useful approach, since that of FAC requires the electric field measure-
ments to have the same resolution of the measured magnetic fields because this is
the resolution of the rotation matrix, R(t). In the latter approach, ~B and ~E can
have different cadences, which is convenient when handling data sets from different
instruments, such as those from EFW and EMFISIS in the Van Allen Probes.

When converting the SM-E field vector to cylindrical coordinates, in order to obtain
the Eφ time series, it is defined that:


φ̂(t) = ẑ × ρ̂(t)

Eφ(t) = ~E(t) · φ̂(t)
(3.8)

with ẑ = [0, 0, 1] and ρ̂(t) determined from the time-dependent satellite position
vector, in spherical coordinates.

These relations, along with Bz in SM, were applied to derive Eφ and B‖ from Van
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Allen Probes and THEMIS SM-electric and magnetic field data, as well as to obtain
magnetic field data from GOES. These coordinate transformations were also applied
to the global fields of the MHD simulations of cases 1 and 2.

In the case of the transformation of GOES magnetic field measurements, it should
be mentioned that these measurements are provided in the ENP reference system,
namely E-earthward (in the orbital plane), N-normal (points east in orbital plane)
and P-parallel (points north in the orbital plane, parallel to the Earth’s spin axis
for a zero degree inclination orbit). A specific code was developed to transform the
GOES magnetic fields in ENP to GEI (geocentric inertial coordinates) and later to
SM to allow the calculation of B‖.

Based on the geocentric to field-aligned transformations described in this chapter,
the results of in-situ and modeled ULF waves in the compressional and poloidal
modes will be presented in Chapters 4 e 5. They are relevant for the quantification
and analysis of event-specific radial diffusion coefficients.

3.3 1D radial diffusion simulation

In radiation belts studies, the following radial diffusion equation is widely applied to
model the evolution of the drift-averaged PhSD of a particle population with known
µ and K adiabatic invariants (SHULZ; LANZEROTTI, 1974):

∂f

∂t
= L∗2

∂

∂L∗

(
DLL

L∗2
∂f

∂L∗

)
− f

τ
, (3.9)

where f(L∗, t) represents the phase space density distribution at fixed µ and K,
with L∗ also determined at the given K, DLL (L∗, t) is the chosen radial diffusion
coefficient model (the approximation L shell = L∗ can be assumed in some DLL

models to be discussed hereafter), and f/τ accounts for the loss terms added to the
diffusion model for investigation of dropouts.

In Equation 3.9, τ represents the electron lifetimes related to either gradual atmo-
spheric losses induced by wave-particle interactions with plasmaspheric hiss and
whistler-mode chorus waves (SHPRITS et al., 2017) (known to occur respectively
inside and outside the plasmapause (TU et al., 2009)), or due to losses at magne-
topause induced by the compression of this boundary on the dayside (e.g., Yu et al.
(2013), Tu et al. (2019)). Meanwhile, the effect of outward radial diffusion near the
magnetopause is intrinsically accounted for by the input DLL model. Fast-localized
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atmospheric losses induced by interactions with EMIC waves (as in Shprits et al.
(2016)) are generally not included in this modeling approach, since there is no avail-
able empirical model of τ for this case. Also, no source term was considered in this
equation.

On the other hand, Equation 3.9 is a partial differential equation (PDE) that can nu-
merically be treated as a diffusive initial value problem over the simulation domain,
for which the determination of inner and outer boundary conditions is required. The
Crank-Nicolson implicit finite difference scheme (CRANK; NICOLSON, 1947) is used
to solve a modified version of this PDE, in which the factor 1/L∗2 is combined with
the formula of DLL(L∗, t) on the right-hand side (WELLING et al., 2012). This is done
by first considering a DLL function of the type

DLL = D0(t) · L∗M ′ , (3.10)

and then a change of variables of space in Equation 3.9, defined as:

L∗ → x : x ∝ (1/L∗)N ′ . (3.11)

This transformation leads to a simplified PDE as follows:

∂f

∂t
= A(x) ∂

∂x

(
D
∂f

∂x

)
− f

τ
, (3.12)

in which

D ∝ DLL

L∗(N ′+3) = D0(t) · L∗(M ′−N ′−3). (3.13)

If M ′ = N ′ + 3, D ∝ D0(t) is obtained, thus eliminating the aforementioned L∗

dependence within the spatial derivative. The Crank-Nicolson solution method is
then applied to the Equation 3.12. This method is an improvement of the forward
time centered space scheme (FTCS) and allows the solution to be second-order
accurate in time and space (PRESS et al., 2007). Following this approach, the PDE
is solved at the midpoint between t and t+ ∆t (n and n+ 1 time steps), so that, for
constant D, the Equation 3.12 is discretized as:
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fn+1
j − fnj

∆t = Aj ·D

fn+ 1
2

j+1 − 2fjn+ 1
2 + f

n+ 1
2

j−1

(∆x)2

− (f
τ

)n+ 1
2

j

, (3.14)

where the index j represents discretization in space.

The terms at time step n+ 1
2 are roughly equivalent to the average of the same terms

between time steps n and n+ 1. Once the terms at time step n+ 1
2 are substituted

by the corresponding averages in Equation 3.14, those terms that accompany the
unknown variable fn+1

j can be separated from the terms combined with fnj (which
are known). It is convenient to define the quantity F during this step:

F = AjD∆t
2(∆x)2 , (3.15)

Finally, from the separation of unknown and known distribution function terms, it
is generated a tridiagonal linear system like

Afn+1 = R, (3.16)

with the matrix A dependent on F , ∆t and τ−1, and the matrix R dependent on
the same factors plus the vector fn.

Similar to explained by Welling et al. (2012), the solution vector fn+1, defined at
all mesh points in space, was obtained via LU matrix decomposition. A routine was
written in IDL, as well as the core routine to advance the solution forward in time
(TU, 2011).

Although the Crank-Nicolson method is stable for any size ∆t (PRESS et al., 2007),
Welling et al. (2012) have pointed out that for fixed ∆t and a givenDLL model, there
exists a grid convergence zone for the error between the numeric solution of f and
the analytic result of f that will depend strictly upon the intensity of DLL. In other
words, it basically means that once ∆t is fixed for the radial diffusion simulation, an
optimal size ∆x should be tested for each input DLL model in order to obtain the
numeric solution of f accurately, i.e., with the error generated being inside the grid
convergence zone of the analytic solution. In all radial diffusion simulations carried
out here, ∆t was fixed at 15 minutes, while ∆x was refined accordingly, for each
DLL model in consideration.
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3.3.1 Simulation inputs

• The initial conditions in all runs were imposed using the first available
PhSD profile in each selected event, acquired with measurements from the
Van Allen Probes and GOES-15. The inner boundary condition defined at
L∗ = 2.5 (for empirical DLL) or at L∗ = 3 (for MHD-driven DLL) was also
obtained from this profile;

• The outer boundary was defined at L∗ = 6 along with a time-dependent
condition from the calibrated PhSD data obtained with GOES-15;

• The empirical models of DLL from Brautigam and Albert (2000), Liu et
al. (2016), and Ali et al. (2016) were used in all events. For case studies 1
and 2, DLL from the MHD simulations have been also tested;

• The model of O’Brien and Moldwin (2003) was the constraint for the
plasmapause location (LPP ) in all runs;

• Empirical electron lifetimes driven by hiss waves from the model of Orlova
et al. (2014) were set inside LPP in all runs, and compared with runs also
including lifetimes driven by chorus waves outside LPP , as modeled by
Shprits et al. (2007);

• The last closed drift shell (LCDS) calculated with time-dependent TS04
was the constraint for shadowing losses in all runs.

The calculation of event-specific LCDS is explained below. Subsequently, the models
used for electron lifetimes driven by chorus and hiss waves are detailed.

3.3.1.1 Calculation of Last closed drift shell

Throughout the simulation interval of the investigated case studies, a loss term indi-
cated in Equation 3.9 was defined for the region outside the magnetopause boundary,
so that the effects of magnetopause shadowing losses enhanced during storm time
can be analyzed. In the meantime, the associated outward radial diffusion mecha-
nism driven by ULF waves can be properly quantified and differentiated from the
complex balance involving the relativistic electron flux dynamics triggered in these
cases (REEVES et al., 2003).

The last closed drift shell (LCDS) obtained for K ∼ 0 REG
1/2 was taken as the

outermost trapping boundary for the radial diffusion simulations, above which elec-
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tron lifetimes in the loss term were set to be on the other of the local and energy-
dependent drift periods, i. e., τ ∼ τd. For the computation of τd, 90◦ equatorial pitch
angles have been also assumed (SHULZ; LANZEROTTI, 1974). Note that ωd = 2π/τd
in which ωd is given by Equation 2.34.

The LCDS parameter represents the maximum L∗, or closed drift shell, that par-
ticles with a determined K can experience on a drift motion, while conserving the
three adiabatic invariants. The physical quantification of the LCDS then follows
the Roederer prescription (e.g., Roederer and Lejosne (2018)) to calculate L∗ at
midnight using Equation 2.25, in which a successive radial search on L∗ is used to
return the maximum L∗ value per time step. The dayside boundary is avoided be-
cause it can be affected by drift orbit bifurcations (ALBERT et al., 2018). This effect
arises from the formation of a double-minina shape in the magnetic field intensity on
the dayside, which causes particles to become trapped off the equator and undergo
diffusion processes (e.g., Ukhorskiy et al. (2011)).

LCDS calculations of the events were performed using the LGM library (HENDER-

SON et al., 2018) in conjunction with time-dependent TS04 model of the magneto-
sphere. The algorithm for shell tracing and radial search in L∗ is written in C, and
is computationally expensive. Regarding the inputs, default values were used except
for the external magnetic field model (already mentioned), the K value and the
number of field lines used in the construction of drift shells, set as K = 0.08 and
96, respectively. The cadence of the output data is 30 minutes. This data set was
interpolated to reduce the cadence to 15 minutes, in order to match the time step
of the radial diffusion simulations.

The results showing the evolution of the event-specific LCDS calculated for the
three cases are discussed in Chapter 6, along with the final results of radial diffusion
modeling.

3.3.1.2 Empirical models of electron lifetimes constrained by LPP

• Electron lifetimes outside LPP : The loss term included in this region is
due to pitch angle scattering by chorus waves. The model for τCH (dayside)
is taken from Shprits et al. (2007). It considers a parameterization with
respect to the maximumAE geomagnetic index during the previous 3 hours
of each time step of the radial diffusion simulation, and also a dependence
on L shell and the local kinetic energy E. In a dipolar geomagnetic field
with BE ∼ 0.3G, local E (in MeV) can be derived as a function of µ and
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L through:

E =
√

0.5112 + 0.307µL−3 − 0.511. (3.17)

Thus, between t1 = −3h and t2 = 0h, are defined QCH = max−3,0AE, and
τCH in units of [days] as follows:

τCH = 4.8× 102.3−2.3×10−3QCH × L−1 × E2. (3.18)

• Electron lifetimes inside LPP : The dominant loss mechanism in the
plasmasphere is the pitch angle scattering by hiss waves. The loss term is
defined by considering the model for τHI , derived from Orlova et al. (2014).
The model for the dayside is given as a function of the geomagnetic Kp
index, L shell and local energy E as defined above. Thus, τHI in units of
[days] is calculated with the following expressions:

log10(τHI) = g(E ′, L) + y(Kp); E ′ = log10(E), (3.19)

and
y(Kp) = 0.015465Kp2 − 0.26074Kp+ 1.0077. (3.20)

The full expression for g(E ′, L) is omitted at this point, but it refers to a
polynomial function of degree 7.
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4 RADIAL DIFFUSION COEFFICIENTS THROUGH MHD SIMULA-
TION VALIDATED BY OBSERVATIONS

This chapter presents the results of MHD simulations carried out for two CIR-driven
magnetospheric storms, emphasizing the study of event-specific radial diffusion co-
efficients in both events. For proper validations, these ULF wave-driven coefficients
are here computed from the MHD fields in each simulation and from in-situ observa-
tions. The set of assumptions made in each of these calculations will be extensively
discussed in the following sections.

The chosen events promoted different dropout dynamics in the external radiation
belt, as measured by the Van Allen Probes (formerly RBSP): the entire external belt
was affected in case 1, while in case 2 mainly its outermost region was affected. The
objective here is to investigate how the derived diffusion coefficients can explain such
electron losses through drift-motion encounters with the magnetopause. Therefore,
additional analyses were made to address effects on the results of the radial diffusion
coefficients, such as the evaluation of the magnetopause location and the measured
ULF wave activity. The role of the phase of the storms on the intensification of these
rates will also be highlighted.

The remainder of the chapter deals with comparisons involving in-situ coefficients,
Kp-based empirical models, and MHD results, in order to quantify the correspon-
dence between these models and the observations. Based on the results of these
analyses, the validity of the MHD results is discussed, through single-point com-
parisons with satellite data sets and investigating the global representation of the
simulated ULF wave power of the events.

4.1 Events overview

The impact of the two moderate magnetic storms in promoting enhanced radial
diffusion of relativistic electrons from the Van Allen belts is studied in this section,
for which MHD simulations together with wave and particle observations using the
Van Allen Probes dataset were carried out. From now on, Van Allen Probe A will be
recognized as RBSP-A, and Van Allen Probe B as RBSP-B. Figure 4.1(a) shows the
behavior of the electron fluxes along the RBSP-A and RBSP-B orbits a few hours
before, during and after the passage of a corotating interaction region through the
Earth’s magnetosphere on March 27, 2017. The various solar wind parameters shown
in this figure (b-e), including the proton bulk velocity, density, dynamic pressure, and
IMF-Bz component, indicate that no other visible solar wind structure apparently
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occurred during this time.

Figure 4.1 - Case study 1: Observations from Van Allen Probes (RBSP-A and RBSP-B),
ACE and geomagnetic indices.

(a) Temporal and radial distribution of electron fluxes measured by the REPT instrument
onboard the Van Allen Probes, at 1.8 MeV and 90◦ local pitch angle, and showing the
occurrence of an intense dropout on March 27, 2017, from ∼ 4 UT to 20 UT. RBSP-B
is leading RBSP-A. (b-e) Solar wind velocity, density, IMF-Bz component and dynamic
pressure, characterizing the passage of a CIR. (f-h) Changes in the magnetopause location
(RMP ) and in the geomagnetic indices SYM-H and AE, driven by the CIR on March
27. In panel (g), the phases of the magnetic storm are labeled, with indication of the
start time of the main and recovery phases. The vertical red lines delimit the time period
chosen to be simulated by the MHD model. The horizontal green line on the RMP graph
shows the radial distance of 7RE . The blue arrows accompanied by numbers 1-5 in panel
(h) depict instants of the simulation to be discussed later in the text.

SOURCE: Produced by the author.

The passage of this CIR triggered many disturbances in the magnetosphere, such as
the inward motion of the magnetopause up to ∼ 7RE (calculated using the Shue et
al. (1998) model) and the development of a moderate storm, along with a sustained
substorm activity (Figure 4.1, f-h). The first two processes are known to favor the
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occurrence of the fast dropout in the relativistic electron content (e.g., Kim et al.
(2010)), as seen by the probes from ∼ 4 UT to 20 UT on 03/27 (panel (a)). However,
between these two, only the mechanism related to the high compression of the mag-
netopause (widely known as magnetopause shadowing) can cause true losses to the
outer belt, such as explained in section 2.2.2.1. Figure 4.1(a) also reveals that this
rapid dropout on 03/27 reached the entire outer belt, which was previously denser
in the region between L ' 4 and L = 6 during this event (see before 4 UT-03/27).
Here the L parameter represents the McIlwain L (McILWAIN, 1961), calculated with
the OP77Q (quiet) magnetosphere model (OLSON; PFTIZER, 1977).

Figure 4.2 - Case study 2: Observations from Van Allen Probes (RBSP-A and RBSP-B),
ACE and geomagnetic indices.

;
Same as Figure 4.1, now with the solar wind parameters (b-e) and geomagnetic indices
(g-h) denoting the passage of a CIR on November 20-21, 2017, that resulted in the
dropout of outer belt electrons for more external L shells in the same regime of energy
and local pitch angle shown in panel (a). At the beginning, RBSP-A is the leading probe,
but then both probes’ L are merged.

SOURCE: Produced by the author.

The second dropout of interest is shown in Figure 4.2(a) and happened as a result
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of another CIR-magnetosphere coupling on November 20 − 21, 2017. It is also a
non-complex CIR event, but with the solar wind parameters in panels (b-e) varying
at slightly less enhanced values when compared to the previous event. However, the
electron fluxes show a different dropout pattern, particularly encompassing external
L shells (L & 5) between 6 UT and 18 UT on 11/21, and that does not recover
until the end of 11/22. As such, this has become an interesting event to address
an outstanding question: how do so similar CIRs impose such different conditions
on the outer radiation belt in terms of relativistic electron losses? Throughout this
manuscript, a set of analyses is undertaken to address this question, mainly from
the perspective of radial diffusion.

In addition, panels (f) of Figures 4.1 and 4.2 show that the empirically modeled
magnetopause nose was similarly compressed to ∼ 7RE in both events. However,
caution is necessary as gaps in the solar wind data make it impossible to ensure
that this was actually the minimum value in case 2. On the other hand, less intense
storm and substorm activities occurred for this event (panels g-h in Figure 4.2). The
red vertical lines in the panels on the right side of both figures indicate the period
chosen for the MHD simulations, and the blue arrows at the bottom of panels (d) and
(h) mark important instants of each simulation. These instants will be explored later
in the text, when discussing the validations of the MHD-DLL. The corresponding UT
time information on these chosen instants, for each event, is summarized in Table
4.1.

Table 4.1 - UT time of selected instants of the MHD simulations identifying important
storm-time dynamics in the magnetosphere.

Case 1 Case 2
1 simulation start 18:00 UT, 03/26 12:00 UT, 11/20
2 storm sudden commencement 21:24 UT, 03/26 17:06 UT, 11/20
3 compressed dayside magnetopause * 06:00 UT, 03/27 00:00 UT, 11/21
4 minimum SYM-H 15:00 UT, 03/27 07:00 UT, 11/21
5 ∼ end of simulation 06:00 UT, 03/28 00:00 UT, 11/22

(*) Calculated with the model of Shue et al. (1998).

The phases of the magnetic storms identified in the panels (g) of the two figures were
defined following the instructions in Parker (1962). In accordance with this paper
and more recent literature, the initial phase is considered to be the period during
which the Dst index (or the SYM-H index) is above its normal value, typically close
to zero during magnetically quiet periods. This initial phase is due to the interaction
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of the interplanetary shock wave, associated with the transient solar wind (CIR- or
ICME-driven), with the magnetosphere (AKASOFU, 2018). It is followed by the main
phase, which starts when SYM-H changes rapidly to negative values until reaching
a minimum value, in response to the intensification of storm-time ring current and
other major current systems flowing on the magnetic equator, as discussed about
the TS04 model (TSYGANENKO; SITNOV, 2005). Finally, the recovery phase takes
place when SYM-H gradually returns to undisturbed levels, mainly controlled by the
decay of the ring current. These definitions for the initial and main phases facilitate
the analysis of SYM-H in case 2, during which this index peaks twice to positive
disturbed values, before entering the main phase of the storm.

Figure 4.3 further shows comparisons, for the two case studies, of the electron fluxes
at fixed L shells in the outer belt observed by both RBSP-A and RBSP-B (panel
(a)), and of the solar wind parameters and the modeled magnetopause standoff
locations (panels b-g). Results of case 1 from the 27 March 2017 event are shown in
blue, whereas those of case 2 from the 21 November 2017 event are shown in red.
Note that for case 2, intervals of data gaps in the solar wind parameters and the
magnetopause subsolar locations identified in Figure 4.2 are now filled with 1-hour
shifted observations acquired by DSCOVR at the L1 point, in black. All time series
have been plotted in a superposed epoch format in which the time of the main peak
in the solar wind density was taken as the time zero (see panel (d)). The time zero
also marks the start period of increase in the solar wind velocity (panel (c)), of the
highly fluctuating IMF-Bz component (panel (e)), and of the maximum dynamic
pressure within the CIRs (panel (f)). As speculated in the previous figures, these
solar wind parameters are visually less enhanced during case 2 in relation to case 1.
For instance, the velocity in case 2 is ∼ 100 km/s smaller throughout the interval
after the time zero.

During both events, the modeled magnetopause in Figure 4.3(g) becomes most com-
pressed to 7RE preferably when the IMF-Bz turns southward, after the time zero.
Meanwhile, Van Allen Probes observations shown in panels (a) and (b) detail that
the dropout of case 1 outside L = 5 is fast (less than half a day) and causes a
reduction of the relativistic electron fluxes by 4 orders of magnitude at L = 5.5, and
by 2 orders at L = 5.0. On the other hand, the dropout of case 2 causes a minor
and more gradual reduction of the relativistic electron fluxes of up to 1 order of
magnitude. Also interestingly, the levels of the outer belt electron fluxes reported in
both cases and L shells are very similar prior to the time zero.
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Figure 4.3 - Superposed epoch comparisons of outer belt electron fluxes and solar wind
parameters related to the CIRs of case study 1 (in blue) and case study 2 (in
red).

(a-b) Cutoffs of 1.8 MeV electron fluxes (units of 1/s.sr.cm2.keV ) outside L = 5 from
observations by RBSP-A and RBSP-B of Figure 4.1(a)-case 1 and Figure 4.2(a)-case
2; (c-f) solar wind (proton) velocity, density, IMF-Bz, and dynamic pressure collected
at OMNIWeb. Data gaps from this database corresponding to case 2 are filled in black
by 1-hour shifted observations from the DSCOVR satellite; (g) magnetopause subsolar
locations as modeled by Shue et al. (1998).

SOURCE: Produced by the author.
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4.1.1 Observations of ULF wave activity

In this chapter comparisons of radial diffusion coefficients obtained through MHD
simulation for case studies with estimates from in-situ observations are provided.
Figures 4.4 and 4.5 show observations of power spectral density of ULF waves ac-
quired with measurements of Eφ (azimuthal electric field) and B‖ (compressional
magnetic field) from RBSP-B and three THEMIS satellites (TH-A, TH-D, and TH-
E). They are restricted to L shells from 3 to 9, in order to correspond to the same
region chosen for the MHD results. Likewise, the intervals defined for wave obser-
vations refer to the entire period of the MHD simulations. The same data set will
subsequently be used to calculate the DLL corresponding to the measured fields.

The B-field components are measured directly by the onboard magnetometers, but
for E-field, only the components perpendicular to the spin axis of each satellite
are measured. However, assuming E · B = 0, the parallel component (Ex) can be
determined (e.g., Ali et al. (2016)). These field components were initially derived in
GSE coordinates (or in the modified version of GSE, in relation to E) and needed to
be transformed to field aligned coordinates, as given in the SM cylindrical system.
Subsequently, the background fields were removed from each component, which was
done by applying a high-pass band filter using a 20-minute sliding window to smooth
out the measured components. The resulting fluctuations at frequencies greater than
0.83 mHz characterize the ULF wave activity seen in Figures 4.4 and 4.5.

A fast Fourier transform (FFT) was then applied to these fluctuations using an
hour-wide Hanning window, along with a data overlapping rate of 30 minutes. The
temporal resolution of the measurements is that of the spin cadence of the probes,
which is about 4s for THEMIS and 11s for RBSP-B. These high resolutions resulted
in a broad band of frequencies resolved by the FFT. Therefore, power spectral
densities were defined for frequencies up to 125 mHz for THEMIS spectra, and
up to ∼45 mHz for RBSP-B spectra.

However, Figures 4.4 and 4.5 present information about the power spectra of the
waves concentrated in the Pc5 and Pc4 ULF bands (∼ 2-7 mHz and 7-22 mHz, re-
spectively), which correspond to frequencies susceptible to drift-resonate with outer
belt electrons (in fact, Pc4 frequencies are important for drift-resonance with rela-
tivistic electrons in the case of high-m wave-particle interactions and lower L shells).
In addition, no information about the L shell and MLT location of the probes is pro-
vided at this point, in order to focus discussions on the main characteristics of the
waves in terms of frequency and on the relationship of their enhancement with the
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different phases of the storm. The initial phase of both storms occurs from the be-
ginning of the time set for observations to the interval of the main phase, as outlined
in pink at the bottom of panels (b2) of these figures. The recovery phase appears
next to the main phase interval in these graphs.

In case 1, the simultaneous spacecraft observations available indicate that the ULF
wave power spreads over both Pc4 and Pc5 bands, being much higher in the Pc5 band
(this is best seen in the RBSP-B magnetic measurements after 12 UT-03/27 in panel
(a1) of Figure 4.4). On the other hand, stronger power spectral densities generated
by azimuthal-electric fluctuations are more evenly distributed with frequency. It
has been found that magnetic and electric ULF wave activity has been greatly
enhanced since the start of the storm main phase (4 UT-03/27), although THEMIS
observations have already shown important Pc5 power in both field components
since the storm initial phase.

ULF wave measured during the storm in case 2 are generally less enhanced and
more concentrated in the Pc5 band than in case 1. In particular, it is observed that
the wave activity in Eφ appears to be more discrete in frequency. This can be seen
more clearly in the Pc5 event of 11/21, after 6 UT, as measured by RBSP-B. A
similar assumption can be extended to THEMIS Pc5 observations before 6 UT and
before 18 UT of the same day. Regarding the role of the magnetic storm phases on
ULF wave activity, RBSP-B shows a slight increase in B‖-power within the period
encompassing the transition from the main phase to the recovery phase (see spectra
box from 6 to 12 UT of Figure 4.5, panel (a1)). As seen by TH-D, increased power
spectral densities already occur during the storm’s initial phase (see after 18 UT on
11/20, panel (b1)), similar to what is observed for case 1. For Eφ-power, on the other
hand, despite data gaps for THEMIS, the wave packets in this component measured
independently by the four probes are amplified in the final hours of the main phase
and during the recovery phase.

These general results for the behavior of ULF wave activity during the phases of
the storms in the two cases studied will form the basis for further discussions on the
event-specific DLL from in-situ observations. Also, bad data found in these spectro-
grams were removed from the results of DLL to be presented.
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Figure 4.4 - Case 1: Multi-satellite observations of (a1, b1) compressional magnetic field
and (a2, b2) azimuthal electric field PSD of ULF waves in the frequency bands
of Pc5 (∼ 2−7 mHz) and Pc4 (7−22 mHz), from March 26 (18 UT) to March
29 (6 UT).

Panels (a1) and (a2) show RBSP-B measurements only, corresponding to passages within
3 < L < 6.5, while panels (b1) and (b2) contain data from THEMIS-A, D and E during
simultaneous passages through L shells from 3 to 9. Data gaps refer to actual missing data
or passages of the four probes through L shells outside the considered intervals. Some bad
data is still present around 18 UT on panel (b2). The duration of the main phase of the
storm is also indicated on panel (b2).

SOURCE: Produced by the author.
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Figure 4.5 - Case 2: Multi-satellite observations of (a1, b1) compressional magnetic field
and (a2, b2) azimuthal electric field PSD of ULF waves in the frequency bands
of Pc5 (∼ 2− 7 mHz) and Pc4 (7− 22 mHz), from November 20 (12 UT) to
November 22 (0 UT).

The same as in Figure 4.4.

SOURCE: Produced by the author.

4.2 Runs on SWMF/BATS-R-US

The Space Weather Modeling Framework/Block-Adaptive Tree Solar-Wind Roe-
Type Upwind Scheme (SWMF/BATS-R-US) global MHD model (TÓTH et al., 2005;
TÓTH et al., 2011), coupled with the Comprehensive Inner-Magnetosphere Ionosphere
(CIMI) model (FOK et al., 2014) constitute the numerical approach used here to
study the global interaction of the two CIRs with the Earth’s magnetosphere. Runs
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based on these models were carried out through requests to the Community Co-
ordinated Modeling Center webpage (CCMC; https://ccmc.gsfc.nasa.gov/). A
recent study involving the use of BATS-R-US for global modeling of ULF wave
modes activity under different solar wind conditions, and also focusing on the de-
scription of the outer belt electron dynamics, can be found, for instance, in Alves et
al. (2017).

The Global magnetosphere (GM) domain in BATS-R-US solves resistive MHD equa-
tions across distances comprising mostly the Earth’s outer magnetosphere and the
bow shock (typically from ∼ 30 RE on the dayside/upstream to 100s of RE down-
tail). In the near-Earth space, GM is coupled with CIMI (the Inner Magnetosphere
(IM) domain) and the Ionosphere Electrodynamics (IE) domain for inner bound-
ary conditions, and current system closure in the ionosphere. CIMI, in turn, solves
the convection-diffusion equation in Fok (2020, p. 234) to model the distribution
function of ring current and radiation belts, using the realistic magnetic fields and
self-consistent electric fields obtained from the coupling with GM and IE, respec-
tively.

In this work, the solar wind data provided by ACE and DSCOVR satellites were
used to derive the outer boundaries of the simulation domain in case 1 (the 27
March dropout) and in case 2 (the 20-21 November dropout), respectively. The
inner boundary was set at 2.5 RE. The time interval chosen for each MHD simulation
covers the initial and main phases of the storms, as well as the first hours of their
recovery phases.

A fine grid resolution of 0.25 RE was set to fill the domain -32 ≤ x ≤ 24, -24 ≤ y ≤
24, and -20 ≤ z ≤ 20 RE, in both runs, where the coordinates and output fields are
given in the GSM system. Also, the simulated global magnetic fields were configured
to present a dipole tilt (characteristic of each event) that has been updated over
time. In doing so, it was expected to acquire more realistic MHD fields for the
DLL derivations. Figure 4.6 shows, by the red and green magnetic field lines, the
tilted dipole obtained with the MHD simulation at an instant prior to the time span
considered here for the global MHD analysis of case 2 (e.g., Figure 4.2). The tilt
angle of the dipole represented in the GSM X-Z plane shown is of −29.66◦. The
orientation of the magnetic field vectors in the modeled magnetosphere has been
also indicated.
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Figure 4.6 - Magnetic field topology and intensity over the modeled magnetosphere at an
earlier instant of the MHD simulation in case 2.

SOURCE: NASA/CCMC (2021).

The output data obtained from the runs originally have a cadence of 30s. However,
a 1-minute cadence was chosen for both MHD simulations, due to several data
gaps generated by the original cadence. Nevertheless, this reduced output frequency
still enables us to analyze an important band spectrum of ULF waves in the Pc5
frequency regime, which is in fact responsible for the radial diffusion of electrons in
the outer belt. The total duration of the MHD simulations was 38 hours for case 1
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and 39 hours for case 2.

4.2.1 Location of the magnetopause nose calculated with BATS-R-US

Evaluating the magnetopause standoff distance can be crucial to determine the
extent of radiation belt losses across this boundary during geomagnetic storms (e.g.,
Turner et al. (2012b)). Furthermore, this is a reference of maximum location for the
analysis of radial diffusion coefficients. Beyond this limit, such rates can be ignored
in relation to radiation belts because particle drift shells are no longer closed.

Figure 4.7 - Comparisons of the dynamic magnetopause standoff distance as modeled by
the MHD simulations in cases 1 and 2, versus predictions from the Shue et
al. (1998) model.

SOURCE: Produced by the author.

Figure 4.7 then compares the results for the magnetopause standoff location obtained
via MHD simulation (red curves) in the two case studies, with previous presented
in this Chapter empirical results such as defined by Shue et al. (1998) (blue curves).
To calculate that by using the MHD approach, at each instant of the simulations
the location along the SM x-axis of the maximum peak in the total current density
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was obtained, which it was then considered to be the magnetopause nose distance to
the Earth’s center (similar to Medeiros et al. (2019) and Jauer et al. (2019)). This
peaked current density is assumed to correspond to the dayside Chapman-Ferraro
current that originates the magnetopause boundary through the pressure balance
between the dynamic pressure of the solar wind and the magnetic pressure of the
magnetosphere (CRUMLEY et al., 2007).

The comparisons show a good agreement of MHD results until the magnetopause
is compressed to 8 RE or nearby, in both cases. Thus, never reaching the minimum
positions predicted by the empirical model in those events, of roughly 7 RE. After
this period of enhanced compression (after ∼ 6 UT-03/27 in case 1 and 0 UT-11/21
in case 2, despite data gaps) up to the end of the simulations, the magnetopause
from MHD gradually recovers to nominal locations (10 RE or so), but constantly at
around 1 RE farther than predictions from the Shue et al. (1998) model in case 1,
or even higher than this threshold in case 2.

Shue et al. (1998) calculated that the standard deviation for the uncertainties related
to their model is of 1.23RE. Such an error in representing observations is around the
order of the discrepancies obtained between this model and the MHD results in case
1, and most of the time comparable to those discrepancies observed in case 2. This
is a possible explanation for the lower radial distances of the magnetopause nose
predicted by the Shue et al. (1998) model in the two cases, through storm time. On
the other hand, it is worthy mentioning that while the magnetopause location from
MHD has been taken along the SM x-axis (perpendicular to the Earth’s dipole and
for which coordinate transformations from the GSM system to SM were required),
results from the Shue et al. (1998) model were directly derived for the subsolar point
along the GSM x-axis. Yet, the results presented here for the magnetopause standoff
distance computed with the MHD simulations will be the reference location for
analysis of diffusion coefficients, that were also obtained via the global simulations.

Speaking of limitations related to both discussed models of the magnetopause loca-
tion, the Shue et al. (1998) model can be based on crossings over a large area as well
as assume the functional form in Equation 2.5 to describe the magnetopause shape
(SAMSONOV et al., 2020). On the other hand, location estimates from the coupled
MHD model are very susceptible to modeled current systems in the magnetosphere
such as the cross-tail and ring currents (e.g., Hudson et al. (2014)), which control
the value of RMP through their contributions to the magnetic field intensity on the
magnetospheric side of the magnetopause.
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4.2.2 Calculation of DLL coefficients from the global MHD fields

To obtain the symmetric DLL coefficients using MHD-derived electric and magnetic
fields, we followed the method discussed in detail by Tu et al. (2012). The same
assumptions were made here, especially those related to the use of only positive wave
mode numbers for the calculations. This means that, in this work, it is neglected
that part of the calculated power spectral densities might come from negative mode
numbers, so that the actual diffusion coefficients would be reduced. By definition,
these negative mode waves do not resonate with electrons due to their clockwise
propagation in the azimuth plane, opposite to the electrons’ drift direction.

The reasoning for omitting the asymmetric counterparts from these DLL calcula-
tions is based on results previously obtained by Fei et al. (2006). They showed that,
for a case study with a larger magnetopause compression (up to ∼ 5RE), the sym-
metric coefficients alone adjusted well the phase space densities obtained from radial
diffusion model with those from the MHD particle simulation.

In the calculation approach performed here, the events’ azimuthal electric field and
compressional magnetic field along circular orbits on the SM equator are first de-
rived. Those circular orbits represent the electrons’ drift orbits at which DLL will
be calculated, assuming the geomagnetic field as a dipole. Both field aligned com-
ponents are the relevant ones to contain ULF wave fluctuations that account for the
radial diffusion of radiation belt electrons, as defined in Equations 2.31 to 2.33.

Throughout the simulation intervals, the MHD fields were interpolated to a po-
lar grid of 48 uniform azimuthal locations (φ) along the circular “drift” orbits (as
in Elkington et al. (2013)). The circular orbits were placed at radial distances (r)
from 3 to 9RE, 0.1RE wide (although 0.25RE is the lowest grid resolution con-
strained in the MHD simulations, this finer radial separation was also obtained
via interpolation). It is worthy mentioning that together with this interpolation
step, coordinate transformations were required since as stated before, BATS-R-
US inputs/outputs must be in GSM. Thus, input locations of the circular orbits
defined as (x = r cosφ, y = r sinφ, z = 0) in the SM-equatorial plane needed
first to be determined in GSM coordinates (x′, y′, z′), on which the field compo-
nents were also interpolated in GSM. Subsequently, these GSM fields at coordi-
nates (x′, y′, z′) were converted into SM fields corresponding to previous coordi-
nates (x = r cosφ, y = r sinφ, z = 0) on the SM equator. To finish the pro-
cess, the SM (cartesian) fields were transformed to cylindrical coordinates, so that
the field aligned components of interest defined as Eφ (r, φ, t) and Bz (r, φ, t)
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could be derived; recall that Bz in SM is the same as B‖ from the FAC sys-
tem. The global Eφ component was determined from the convection electric field
(E = −u×B), where u and B are the simulated plasma velocity and geomag-
netic field vector, respectively. For those steps and the 2D-interpolations, the CCMC
Kameleon software with libraries written in Python was used and is publicly avail-
able at https://ccmc.gsfc.nasa.gov/Kameleon/.

Subsequently, an FFT was computed along the azimuthal angle (φ - equivalent to
zero at noon) to resolve the instant mode structure of the ULF fluctuations at each
r value, which written out reads:

Eφ(r, φ, t) =
∑
m=1

Ea
φ,m(r, t) cosmφ+

∑
m=1

Eb
φ,m(r, t) sinmφ (4.1)

Bz(r, φ, t) =
∑
m=1

Ba
z,m(r, t) cosmφ+

∑
m=1

Bb
z,m(r, t) sinmφ (4.2)

Consider a and b indices indicating the real and imaginary counterparts of the FFT
signals. On top of these m-resolved fluctuations, another FFT was performed in the
time domain, for fixed r, so that the final wave components became fully determined
in terms of mode numbers (m) and the frequency spectrum. In this second FFT,
the complex signals were previously multiplied by a Hanning window with a time
length of 2 hours, which implies a lower band frequency of about 0.14 mHz. These 2-
hour windows were let slide forward in time with an overlapping rate of 15 minutes.
Given the 1-minute cadence of the input data, power spectral densities taken at the
resonance frequencies and harmonics (fd = mωd/2π) were obtained whenever these
frequencies were within 0.14− 8.33 mHz.

As a dipole magnetic field has been considered in these DLL calculations, radial
distances (r) from the MHD simulations used for the field interpolations upon the
SM equator are taken as equivalent to L shell (L). Finally, the total PSDs found
in Eφ and Bz fluctuations by considering the resolved m numbers (while satisfying
the resonance condition) were implemented into Equations 2.31 and 2.32, and then
maps of DLL=DE

LL+DB
LL were derived.

Addressing ωd and DLL contributions in terms of SI units, adjustments were made in
these formulas to end up with ωd in units of [rad/s] and so fd in [Hz], and a factor of
24*60*60 was needed to obtain DLL rates in units of [days−1] once the other terms
in Equations 2.31 and 2.32 were already in SI.
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On the other hand, the division of the polar grid into 48 uniform slices resulted
in mode numbers up to m = 24. However, the DLL results to be shown next were
derived form numbers from 1 up to 9 because this work is centered in ULF resonance
interaction with high-energy electrons. From the resonance condition for symmetric
modes seen in Equation 2.27, one realizes that for a given frequency ω, the higher
is the m considered, the lower is the electron energy at which resonance is matched
since if ωd decreases, energy shall also decrease. This chosen wave number coverage
is also restricted to the Nyquist frequency of the data, and to the corresponding first
invariant µ analyzed, accordingly.

4.2.2.1 Similar approach to derive DLL from in-situ fields

Commonly, DLL results obtained from MHD simulation are validated by empirical
models of DLL provided by the recent literature. However, there is a consensus in the
space physics community that when dealing with case studies, one should consider
calculating the event-specific radial diffusion coefficients directly from spacecraft
observations, for proper comparisons and discussions (e.g., Ozeke et al. (2014a)).
Based on that, it is provided in this section the set of assumptions necessary to
obtain DLL specifically from single-point observations.

The first assumption lies in resolving m from single-point measurements. In order
to resolve electric and magnetic fluctuations up to a given m number, 2m azimuthal
point measurements are required (TU et al., 2012). To overcome this limitation,m = 1
was first assumed. Second, under the circumstance of single-point measurement,
PSDs were then obtained at a single azimuthal position of the electron’s drift orbit,
which leads to the proposition of a constant spectra along this drift orbit for deriving
DLL. This differs a bit from the concept of drift-averaged spectra considered by
previous authors (e.g., Liu et al. (2016)) when deriving empirical DLL from larger
data sets. In such a case, there are more samples of PSD available with MLT, for a
given L. At this point, it should be stated that although multiple spacecraft have
been used for this analysis, no attempt to track their time-conjunctions in L and
consequently to derive the drift-averaged spectra with respect to MLT was made.

Then, we follow the equations outlined by Ozeke et al. (2014a), by assuming the
same set of conditions to calculate DLL from observations, so that DE

LL and DB
LL

can be defined as follows:

DE
LL = L6

8B2
ER

2
E

PE
m(L, fd) (4.3)
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DB
LL = L84π2

9× 8B2
E

PB
m (L, fd)f 2

d (4.4)

Equations 4.3 and 4.4 were inferred analytically from the previous presented equa-
tions of Fei et al. (2006), where single mode fluctuations in Eφ and B‖ (in SM
coordinates) will be assumed. Here, the PSD terms PE

m and PB
m in these equations

stand for the ULF wave power taken at resonance frequencies (fd = ωd/2π) only,
for a given first invariant µ.

As done with regard to the MHD simulations, event-specific radial diffusion coeffi-
cients were determined through Equations 4.3 and 4.4 for the two case studies. And
as discussed previously in this chapter, in each event, electric and magnetic field
data acquired by RBSP-B and three THEMIS spacecraft (TH-A, TH-D and TH-E)
were utilized, which enable to calculate the total DLL and to undertake the direct
comparison with results from MHD.

4.2.2.2 Electron drift-resonant frequencies and energies

In this work, radial diffusion coefficients from MHD simulation are calculated for
m = 1 − 9, and validated with radial diffusion coefficients from single-point obser-
vations assuming m = 1. In both cases, a dipolar geomagnetic field is used to derive
the drift-resonant frequencies (fd = mωd/2π) across L shells, at given µ, with wd

defined by Equation 2.34. Figure 4.8(a) presents the L distribution of resonance
frequencies for m = 1, worth of 90◦ pitch angles. They were computed for three µ
values considered in this study: µ = {700, 1318, 2083} MeV/G. It is observed that
m = 1 covers fd . 3 mHz throughout L shells at this range of µ values. Thus, the
magnetic and electric wave power implemented to calculate in-situ DLL (e.g., from
Figures 4.4 and 4.5) are restricted to low frequencies of the Pc5 band, specially for
L > 6.

Figure 4.8(b) illustrates the L distribution of the kinetic energies (E; from Equation
3.17) corresponding to each µ value above, also assuming a dipolar geomagnetic
field and 90◦ pitch angle electrons. Note that µ = 700 MeV/G covers specifically
relativistic electrons (0.511 < E < 2 MeV) throughout the outer belt region at
L ∼ 3 − 7. At the heart of the outer belt (L = 4.5), E = 1.1 MeV for µ = 700
MeV/G, E = 1.7 MeV for µ = 1318 MeV/G, and E = 2.2 MeV for µ = 2083
MeV/G.
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Figure 4.8 - (a) Local drift-resonant frequencies of equatorially mirroring electrons for
m = 1, and (b) corresponding kinetic energies related to µ = 700, 1318, 2083
MeV/G.

Calculations assuming BE ∼ 0.3G, and B(L) = BEL
−3 for the magnitude of the local

dipolar geomagnetic field.

SOURCE: Produced by the author.

4.3 Results and comparisons

Figures 4.9 and 4.10 present maps of DMHD
LL corresponding to the two events, re-

spectively, and calculated for the contribution of the MHD fields in separate (top
panels), such as defined by Fei et al. (2006), together with the total DMHD

LL ob-
tained from these contributions, and their ratio (bottom panels). The first invariant
µ = 1318 MeV/G was chosen for the results shown in this Chapter. Also, the equa-
torial strength of the Earth’s magnetic field at the surface (BE) was fixed at 29,868
nT in all calculations of DLL using Equations 2.31-2.33 and 4.3-4.4. This value cor-
responds to the intensity of BE in 2015, which was computed with the three first
Gauss coefficients from the IGRF-13 model (after Thébault et al. (2015)). The mag-
netopause standoff distance obtained from the MHD simulations is also shown in
these maps as black curves.
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Figure 4.9 - Case 1: DLL from MHD simulation - DMHD
LL .

(a-b) Magnetic and electric radial diffusion coefficients obtained from the MHD fields in
case 1 and calculated for µ = 1318 MeV/G. (c-d) Total radial diffusion coefficients from
these contributions on the left, followed by a map of the ratios between DE

LL and DB
LL.

The black curve in these graphs correspond to the magnetopause location derived from
the MHD simulation.

SOURCE: Produced by the author.

The primary goal of this analysis is to check whether in the most prominent dropout
event (case 1) radial diffusion was in the same way more prominent in relation to the
dropout of case 2. From the view of MHD simulation results, this was the case when
particularly comparing maps of the total DMHD

LL in Figures 4.9 and 4.10 (panels (c)).
DB
LL in case 1 is notably stronger than the rates of case 2 inside the magnetopause

(see panels (a)), although by a factor of less than one order of magnitude. Note that
the diffusion coefficients above this boundary can be discarded from the analysis
because this is already an ultimate loss region for radiation belt particles. On the
other hand,DE

LL from case 1 (Figure 4.9 (b)) is notably more enhanced in 1−2 orders
than the rates of case 2 (Figure 4.10 (b)), especially above L = 6. In this regard,
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it is interesting to notice in both cases that the deepest penetration of enhanced
DE
LL (∼ 4 UT-03/27 in Figure 4.9(b), and ∼ 18 UT-11/20 in Figure 4.10(b)) is seen

concurrent with the main compression of the modeled magnetopause. This effect in
DE
LL has been suggested by Murphy et al. (2015), and it is more likely to take place

in the storm main phase. Similar results were reproduced by Fei et al. (2006) with
MHD modeling. As a matter of fact, increased total DMHD

LL rates also reached lower
L during such periods in the results shown.

Figure 4.10 - Case 2: DLL from MHD simulation - DMHD
LL .

Same as in Figure 4.9.

SOURCE: Produced by the author.

Overall, results of DE
LL/D

B
LL ratios on panels (d) of Figures 4.9 and 4.10 show that

during both events the DE
LL contribution starts larger with increasing L, and takes

place together from beginning of the MHD simulations up to around their interval
of magnetopause erosion. By contrast with case 1, a lack of important contribution
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from DB
LL in case 2 led to the strong predominance of DE

LL in the final hours of the
MHD simulation. More importantly, it is noted that the model is able to capture
the pattern of DE

LL generally greater than DB
LL inside the magnetopause, which is

intrinsic to the formalism of Fei et al. (2006). Similar responses can be inferred from
results of DMHD

LL computed for µ = 700 and µ = 2083 MeV/G (see Figures A.1 to
A.4 in Appendix A.)

Next, the responses of DLL from observations are analyzed. They are constrained
to measurements provided by RBSP-B and THEMIS spacecraft, in the satellite
array presented in Figure 4.11 (case 1) and Figure 4.12 (case 2). Therefore, Figures
4.13 and 4.14 show from (a) to (c) the resultant magnetic, electric, and total radial
diffusion coefficients equally calculated for µ = 1318 MeV/G. Ratios of DE

LL/DB
LL

can be viewed in panels (d). Those DLL rates are presented along the probes’ instant
L shell. It is important to mention that for RBSP-B, the McIlwain L is used again,
while for THEMIS (TH-E, TH-A, and TH-D) it is used the dipole L calculated
with IGRF, and available at NASA’s CDAweb database. The 30-minute resolution
of these DLL bins relates to the windowing set for the FFT. For DMHD

LL , the time-
resolution was 15 minutes. Both resolutions are adequate for the analyses since these
timescales are higher than the period a relativistic electron is expected to execute
a complete drift motion about a fixed L. According to estimates provided in Figure
4.8, 1 MeV electrons at L = 6 conserving µ = 1318 MeV/G have drift frequency of
1.5 mHz, which corresponds to a drift period of ∼ 11 minutes.
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Figure 4.11 - Multiple spacecraft location in GSE on March 26, 2017 - case 1.

a)
 b)


c)


(a) Orbits along the equatorial plane showing that RBSP-B was probing the dusk side,
while THEMIS-A, D and E were mostly at the pre-midnight sector. (b-c) Orbits along
X-Z and Y-Z planes, respectively. The locations of the magnetopause and the bow shock
calculated using solar wind pressure of 2.1 nPa and IMF-Bz of 0 nT, are projected to
each plane of the panels, indicated by the black solid curves.

SOURCE: NASA/SPDF (2020).
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Figure 4.12 - Multiple spacecraft location in GSE on November 20, 2017 - case 2.

a)
 b)


c)


(a) Orbits along the equatorial plane showing that RBSP-B was close to noon, while
THEMIS-D, E and A were mostly at the pre-noon sector. (b-c) Orbits along X-Z and Y-Z
planes, respectively. The locations of the magnetopause and the bow shock calculated
using solar wind pressure of 2.1 nPa and IMF-Bz of 0 nT, are projected to each plane of
the panels, indicated by the black solid curves.

SOURCE: NASA/SPDF (2020).
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Now, from the view of observations, it is seen that total radial diffusion coefficients
were visibly stronger in case 1 than in case 2 throughout storm time, specifically
at L . 6 (see panels (c) of Figures 4.13 and 4.14 for comparison). These results
corroborate with previous Figures 4.4 and 4.5 showing that less ULF wave power
has been also measured in the second case.

Figure 4.13 - Case 1: DLL from observations for µ = 1318 MeV/G.

Derived radial diffusion coefficients shown along the satellites’ trajectory, given by L. The
time duration of the main phase of the storm is also indicated by the pink straight bar
on the bottom most panel.

SOURCE: Produced by the author.
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Figure 4.14 - Case 2: DLL from observations for µ = 1318 MeV/G.

Same as Figure 4.13.

SOURCE: Produced by the author.

Considering the following dropout intervals elucidated for the two events (6 − 18
UT on 03/27-case 1 and on 11/21-case 2) and RBSP-B diffusion coefficients only,
it is noted in case 1 that the total DLL is already increased prior to the dropout
observations (outbound pass between 3 and 6 UT in Figure 4.13(c)), due to the
main phase of the storm (as obtained for the ULF waves). This is accompanied by
a second instance of increase in the total coefficients down to L ∼ 4 (from 12 to ∼
15 UT still on panel (c)). This result from RBSP-B indicates that enhanced radial
diffusion at low-L may have contributed to the deep dropout of case 1 reported in
Figure 4.1(a).

Regarding results related to the dropout of case 2 (Figure 4.14), in spite of the low
rates seen in the amplitude range shown, it is found that the total rates in panel
(c) are relatively increased approaching RBSP-B’s apogee. And that can also be
extended to explain this dropout particularly spanning higher L shells as seen by
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the Van Allen Probes (Figure 4.2(a)), because enhancements in DLL are observed
approaching RBSP-B’s apogee (meaning higher L), and so does the dropout.

Despite the data gaps mainly affecting results from THEMIS in case 1, total storm-
time DLL estimates taken at high-L sites probed by the three THEMIS are, in both
cases, stronger than RBSP-B low-L coefficients (see Figures 4.13 and 4.14, panels
(c)), because of the proximity with the compressed magnetopause (shown in Figure
4.7) and the high-intensity ULF wave activity driven by the storms in this region.
This latter effect was shown to have started with the initial phase of the storms
(mentioned on discussions of Figures 4.4 and 4.5). Also, larger PSD values of the
latter two figures concentrate at very low frequencies of the Pc5 band, which resonate
with radiation belt electrons at higher L, according to Figure 4.8.

The analysis of DE
LL/D

B
LL ratios in these plots (Figures 4.13 and 4.14, panels (d))

shows the general behavior of DE
LL greater than DB

LL across L shells, in both cases.
This is enhanced mainly in response to the initial phase of the storms, most likely
to be associated with the onset of large-scale convection in the magnetosphere and
the effect of magnetopause compression that both acts to increase DE

LL at most, as
seen on results from MHD. However, ratios from observations in case 1 are much
larger than in case 2 during these intervals. After that, within the domain of the
main phase of the two storms, DB

LL become comparable to DE
LL or even higher than

this contribution. This result has been explained by Olifer et al. (2019) to be related
with intervals of strong southward IMF component, as visibly obtained for case 1
(see after 0 UT-03/27 in Figure 4.1(d)).

Direct comparisons between results of DLL from observations, named DOBS
LL from

now on, and MHD simulation were obtained for the two events, which are shown re-
spectively in Figures 4.15 and 4.16. In order to do this one-to-one comparison, linear
interpolation was applied to obtain simulated diffusion coefficients from MHD at the
L shells where DOBS

LL coefficients were derived. At this point, another approximation
related to the calculation of radial diffusion coefficients from single-point measure-
ments is introduced: RBSP-B and THEMIS probes can be up to ∼ 5RE far from
the plane containing the magnetic equator while performing their elliptical orbits,
which means that those rates are not strictly obtained along drift orbits upon the
magnetic equator, as done with regard to the MHD approach. As a consequence,
the range of equatorial pitch angles affected by DOBS

LL differ a bit from 90◦, being
smaller at the point of major inclination of the probes.
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Figure 4.15 - Case 1: Radial diffusion coefficients interpolated from DMHD
LL maps versus

in-situ DOBS
LL (µ = 1318 MeV/G).

Left-hand panels show results of simulated rates derived approximately at the drift orbits
where DLL from observations is obtained. Right-hand panels depict the direct ratios
between them, among the three components of DLL (magnetic, electric and total). In these
panels on the right, more reddish color indicates underestimation by DMHD

LL components
in relation to DOBS

LL results, whereas more bluish color indicates overestimation by DMHD
LL

components.

SOURCE: Produced by the author.
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Figure 4.16 - Case 2: Radial diffusion coefficients interpolated from DMHD
LL maps versus

in-situ DOBS
LL (µ = 1318 MeV/G).

Same as Figure 4.15.

SOURCE: Produced by the author.

Despite that, the main conclusions about results in case 1 are (Figure 4.15, panels
on the right): (i) total DMHD

LL is most of the time underestimated, by ratios within
10− 103 defined as DOBS

LL /DMHD
LL ; (ii) the underestimations are higher for DB

LL from
MHD throughout storm time. Also, in relation to observations, this component offers
less gaps both around the region of coverage of the THEMIS satellites and RBSP-B;
(iii) the main instances of underestimation affecting DE

LL from MHD that can be
observed from this data set occur at lower L shells, and it is on the order of ∼
102 − 103 of magnitude. This is especially seen along the two outbound passes of
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RBSP-B on which enhancements in DOBS
LL were reported before. This result implies

that the MHD model did not capture the enhanced ULF wave activity triggered at
lower L shells.

Results of case 2 (Figure 4.16, panels on the right) reveal a better performance
by the MHD model to reproduce DOBS

LL coefficients during storm time, with the
ratios of underestimation in total DMHD

LL not higher than ∼ 102. Because of better
data coverage provided by THEMIS in this event, it is seen that higher ratios of
underestimation, of around 102, affect both low and high L shells.

Figures A.5 and A.6 from Appendix A exhibit further analysis of ratios of total
DLL computed also for µ = 700 MeV/G and µ = 2083 MeV/G, defined between
diffusion rates from observations and simulations through BATS-R-US. This was
done in order to find out whether the performance of the MHD model to reproduce
DOBS
LL is sensitive to µ. However, no clear distinction concerning underestimations

by the model can be made among these µ-dependent ratios.

Now, comparisons of the event-specific coefficients given by DMHD
LL and DOBS

LL results
are undertaken, in each case study, along with empirical/statistical models of DLL.
The models considered are from Brautigam and Albert (2000), Liu et al. (2016), and
Ali et al. (2016). Moving to the comparisons, radial profiles with results from each
type of DLL estimate are provided. This analysis is performed for several three-
hour intervals of the MHD simulation time-domains, in each case study, during
which the Kp index is maintained fixed. Figure 4.17 shows results for case 1 and
Figure 4.18 for case 2. It was given preference to intervals with larger coverage of
data regarding results of DOBS

LL from Figures 4.13 and 4.14. In the following plots,〈
DMHD
LL

〉
represents the radial profile of the mean of MHD-derived total coefficients

along each interval ∆t shown, that is,
〈
DMHD
LL (L,∆t)

〉
.

Here and thereafter, DOBS
LL results will be the basis for comparisons with the other

radial diffusion coefficient models since it is believed to be a good estimate of in-situ
rates during a specific event (e.g., Olifer et al. (2019)). Overall, it is seen in both
cases that the implemented coefficients are comparable or overestimate DOBS

LL at
lower levels of Kp (panels (a) in Figures 4.17 and 4.18), except for the model of Ali
et al. (2016), which provides the lowest estimates below L = 6. However, during the
course of the storms, represented by the growing Kp values seen in panels (b-e) for
case 1 or (b-f) for case 2, the mean rates from MHD start to delimit a lower level for
these coefficients, which most of the time can be taken as underestimates in case 1
(e.g., panels c-e in Figure 4.17). As pointed out earlier, simulated rates from MHD
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in case 2 are notably more accurate with observations.

Figure 4.17 - Case 1: Empirical models and event-specific diffusion coefficients through
MHD simulation validated by observations, over storm time.

(a-e) Selected intervals, and corresponding Kp index and phase of the storm, for com-
parisons of radial profiles of various DLL rates implemented. UT time of the intervals
is indicated together with information of the day considered. L represents the L shell.
∆L = 0.1RE for the L grid of the DLL models, and µ = 1318 MeV/G.

SOURCE: Produced by the author.
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Figure 4.18 - Case 2: Empirical models and event-specific diffusion coefficients through
MHD simulation validated by observations, over storm time.

Same as Figure 4.17.

SOURCE: Produced by the author.

The results of the radial profiles of DOBS
LL from the two cases clearly indicate that

in-situ diffusion coefficients may vary significantly through the phases of the storms,
in such a way that this response can also be distinct with L shell (see an example on
results of Figure 4.17(d), for the recovery phase in case 1). Specifically, this profile
shows that the coefficients peak both at L ∼ 4 and L ∼ 8, with this result not being
expected from none of the tested models. This indeed illustrates that oftentimes, in-
situ coefficients taken in a range of L shells can differ from the classical exponential
fits over L, assumed in most of the empirical models (e.g., Brautigam and Albert
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(2000), Liu et al. (2016)). These models, for example, could not be also precise to
determine the high coefficients taking place during the main phase in case 1, when
Kp was 4+, which is a moderate value (Figure 4.17(c)). A similar result is found
for the initial phase of case 2 (Figure 4.18(b)). These results unveil that empirical
coefficients may be quite underestimated down to low-L through storm time, if the
instantaneous Kp index is not representative of the global ULF wave activity in the
magnetosphere.

As a final analysis of the performance of empirical models and the MHD-simulated
radial diffusion coefficients during these case studies, it was calculated the coefficient
of determination (R2) for each of them, with respect to in-situ results, given by
DOBS
LL . R2 is a measure of how predictable the variance of a dependent variable (say

y) is in relation to variations from a known independent variable, perhaps a model
(ŷ). Written out, this is given by an expression like:

R2 = 1−
∑(yi − ŷi)2∑(yi − ȳ)2 = 1− SSres

SStot
(4.5)

where SSres represents the residual sum of squares relative to the investigated model,
SStotal is the total sum of squares found in the sample data, and ȳ is the mean value
of this sample. A fit model is said optimal if results in R2 = 1, otherwise if R2 = 0
the model does not fit the dispersion of the data at all.

Based on these statistics, eachDLL model and the sample data ofDOBS
LL were applied,

in logarithmic scale, into Equation 4.5. The time span of this analysis in each event-
study is 36 hours, from the beginning of the MHD simulations. The empirical DLL

coefficients were acquired along the satellite’s locations, indicated by the L shells.
As Kp remains fixed during each three-hour interval, the instantaneous empirical
coefficients taken are only functions of the probes’ L. In this analysis, mean DMHD

LL

coefficients correspond to interpolations of
〈
DMHD
LL (L,∆t)

〉
also taken along the

probes’ L, during each interval ∆t.

Figure 4.19 shows results for case 1. First, one realizes that the obtained R2 coef-
ficients are very low, indicating a weak correspondence between models and obser-
vations in this event. Again, it is shown in panel (d) that MHD results are highly
affected by underestimations. Some other general features are the significant over-
estimations by the model of Brautigam and Albert (2000) (panel (a)), which intro-
duce too much error in relation to DOBS

LL . On the other hand, the model of Liu et
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al. (2016) is seen in panel (b) to mostly underestimate radial diffusion coefficients
during this event. On the other hand, the model of Ali et al. (2016) (panel (c)) does
a more balanced performance because there is no clear tendency of underestimation
or overestimation until rates of 102.

Figure 4.19 - Case 1: Scatterplots of total radial diffusion coefficients from observations
against modeled estimates, and the corresponding coefficients of determina-
tion R2.

The black line shows y = ŷ (data = model). Scatter points above this line stand for
underestimations by the models, while points below the line represents overestimates by
each model. µ = 1318 MeV/G.

SOURCE: Produced by the author.
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Figure 4.20 - Case 2: Scatterplots of total radial diffusion coefficients from observations
against modeled estimates, and the corresponding coefficients of determina-
tion R2.

Same as Figure 4.19.

SOURCE: Produced by the author.

Results of case 2 in Figure 4.20 show greater R2 coefficients among the models. Vi-
sually, the dispersion of the data in all panels seems to lie more concentrated around
the identity function lines (shown in black). This leads to less residual squared er-
rors relative to DOBS

LL , and consequently to higher R2 values. However, it is seen in
panel (a) that the model of Brautigam and Albert (2000) still well overestimates
in-situ radial diffusion coefficients in this particular case. Such as obtained in case
1, the models of Liu et al. (2016) and Ali et al. (2016) (panels b-c) present, quanti-
tatively, the best fits for observations. However, for this case there is a more reliable

93



relationship between each model and data, indicated by the enhanced R2 results.
A little improvement is observed on results from MHD, given the increase in R2

either. MHD’s performance in case 2 (Figure 4.20 (d)) becomes comparable to the
performances of Liu et al. (2016) and Ali et al. (2016) models in case 1 (Figure 4.19
(b-c)).

These analyses were expanded to the other values of µ (700 MeV/G and 2083
MeV/G), but no significant differences in R2 were found. So far, these correlation
analyses obtained for µ = 1318 MeV/G have indicated that both empirical mod-
els based upon in-situ measurements only, i.e., from Ali et al. (2016) and Liu et
al. (2016) were, in general, in best agreement with the event-specific coefficients
of cases 1 and 2 obtained from observations. Another important finding relates to
the possibility of empirical estimates given by these three well established mod-
els being underestimated over distinct phases of the storms, specially when DLL

peaks at L < 6. This period and region are known to highly affect radiation belt
particles, for instance, through the occurrence of dropouts, which are enhanced by
means of radial diffusion (TURNER et al., 2012a; TURNER et al., 2012b). If input ra-
dial diffusion coefficients are given underestimated to a diffusion model, losses to the
magnetopause will be equally underestimated by the model. This is the reason why
MHD simulations are required for acquiring proper estimates of event-specific DLL,
across L shells. In the two cases studied, the responses from MHD were shown to
be also underestimated in comparison to storm-time diffusion coefficients obtained
from in-situ ULF wave power. Thus, next section evaluates possible source regions
of the reported underestimations.

4.4 Validations of simulated ULF wave power

In this section, the validity of MHD field components and respective power spectral
densities applied to the DLL calculations are addressed. The compressional magnetic
field Bz and azimuthal electric field Eφ obtained in the SM coordinate system are
compared to observational data set provided by satellites of GOES, THEMIS, and
Van Allen Probes missions. Magnetic field data at the geosynchronous orbit (r =
6.6RE) acquired with GOES-13 (G13) and GOES-15 (G15) are used for validations
of Bz in the two case studies. On the other hand, joint validations of Bz and Eφ in
a range of radial distances are provided with THEMIS-E (TH-E) measurements for
case 1, while RBSP-B is the choice for case 2. Afterwards, it is analyzed the global
distribution of the ULF wave power generated by BATS-R-US, during outstanding
instants of the MHD simulations as listed in Table 4.1, for further discussions on
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the underestimations of DMHD
LL .

4.4.1 Single point comparisons

Figure 4.21 shows comparisons of MHD-Bz with respect to GOES-measured Bz

for case 1. At that time, G13 was leading G15 in 4 hours. It is first noted from
the pairs of time series analyzed (G13/MHD on the left and G15/MHD on the
right) clear signatures of the expected day-night asymmetry in the geomagnetic field
(stronger fields being observed close to noon, that is, MLT ∼ 12). Moreover, it is
quite evident that the coupled MHD model could not resolve the multiple instances
of magnetic dipolarization fronts (e.g., Runov et al. (2012)) taking place at MLT
approaching 24 (nightside magnetosphere), which are characterized by “jumps” in
the Bz component. These dipolarization fronts observed by the two satellites while
they were both orbiting the nightside region might result from the intense substorm
activity reported in the AE index of Figure 4.1(h).

The results in terms of power spectral densities confirm these observations. Overall,
the MHD model does not reproduce the main ULF fluctuations from the nightside,
likely driven by the substorm, regardless of frequency. In contrast, fluctuations from
the dayside modeled magnetosphere in the Pc5 band well match G13 and G15
observations for frequencies up to ∼ 4 mHz. However, relevant power densities at
frequencies above this range were missed by the model.

To further investigate the underestimations associated with the model on the night-
side, Figure 4.22 shows results of Bz and Eφ validations with TH-E (set of panels (a)
and (b) respectively) during a pass by the dusk sector. Actually, detrended/smoothed
fluctuations are compared in each of these field components. For Bz (panels (a)), it
is again clear that BATS-R-US underestimates Pc5 fluctuations in this region. For
Eφ (panels (b)), the model was also unable to resolve the fast fluctuations seen by
TH-E.

Regarding validations with G13 and G15 for Bz of case 2 (set of panels (a) and
(b) from Figure 4.23), it is noted again, from the pairs of time series shown, a high
accuracy of the model to reproduce observed data on the dayside magnetosphere.
The comparisons in power spectral density elucidate this result (shown in middle
panels). However, for the nightside, BATS-R-US noticeably underestimates the en-
hanced substorm activity caught by the satellite magnetometers around before 5 to
9 UT on 11/21. Such nightside underestimations reported so far are clear manifes-
tations that the MHD model coupled with the CIMI model (that resolves the ring
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current) lacked important physics governing the dynamics of the magnetotail, to
deal with fast and more localized Pc5-phenomena driven by the substorm, at least
in the time and spatial resolutions investigated.

Figure 4.21 - Case 1: Background MHD-Bz field along with ULF fluctuations validated
with GOES data.

Time-series of MHD-Bz were obtained along the trajectories of G13 and G15 during case
1. Middle panels compare the corresponding power spectra obtained from these simulated
fields with the measured spectra by (a) G13 or (b) G15. MLT locations of each satellite
are indicated on the bottom panels.

SOURCE: Produced by the author.
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Figure 4.22 - Case 1: Validation of nightside ULF fluctuations in MHD-Bz and MHD-Eφ
with TH-E data.

Bz and Eφ fluctuations observed along TH-E orbit versus ULF fluctuations modeled by
BATS-R-US, for a short period of the probe’s pass by the dusk side on March 27. Bottom
panels show its radial location during the pass, with MLT locations being displayed
upon the x-axis. The units of power for Bz and Eφ are [nT 2/Hz] and [(mV/m)2/Hz],
respectively.

SOURCE: Produced by the author.
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Figure 4.23 - Case 2: Background MHD-Bz field along with ULF fluctuations validated
with GOES data.

Such as in Figure 4.21, time-series of MHD-Bz were obtained along the trajectories of
G13 and G15 during case 2. The MLT locations of each satellite are indicated.

SOURCE: Produced by the author.

In addition, differently from case 1, during case 2 there were no other available
satellites for analysis of the fields components of interest on the nightside. Because
of that, dayside fluctuations in Bz and Eφ obtained from the MHD model were
further compared with data provided by RBSP-B (the same data used previously
for discussions of the storm-driven ULF wave activity, in Figure 4.5, although a
smaller window size was set for the FFT in this subsequent figure). Figure 4.24
(panels (a)) thus shows that fluctuations in Bz measured by the probe whenever
approaching its apogee (R ∼ 4− 6RE) are relatively well represented by the MHD
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model, both in time and frequency. But for the fluctuations in Eφ (see panels (b)),
it is clear that the model could not reproduce all the power spectrum related to the
storm-time Pc5 fluctuations seen by the probe (example, after 6 UT on 11/21), also
implying in underestimations by the model.

Figure 4.24 - Case 2: Validation of dayside ULF fluctuations in MHD-Bz and MHD-Eφ
with RBSP-B data.

Bz and Eφ fluctuations observed along RBSP-B orbit versus ULF fluctuations modeled
by BATS-R-US during interval of case 2. Bottom panels show the probe’s radial positions,
with MLT locations being displayed upon the x-axis. The units of power for Bz and Eφ
are [nT 2/Hz] and [(mV/m)2/Hz], respectively.

SOURCE: Produced by the author.
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4.4.2 Equatorial view in L and MLT

Single-point comparisons of the simulated ULF wave power contained in the com-
pressional magnetic field and azimuthal electric field with in-situ measurements have
demonstrated that a main source region for the underestimations in DMHD

LL is found
onto the nightside sector. This has been shown for a range of radial distances covered
by the MHD simulations performed, but constrained to the MLT locations of the
probes considered in the case analyses.

Now, it is analyzed the L-MLT distribution of the ULF wave total power spectral
density (TPSD) in the equatorial plane during five instants selected from the sim-
ulation intervals, marked by the blue arrows in Figures 4.1 (case 1) and 4.2 (case
2). Table 4.1 refers to the UT time of each of these instants chosen, namely: 1)
beginning of MHD simulations, 2) storm’s sudden commencement, 3) compressed
dayside magnetopause, 4) minimum SYM-H, and 5) around end time of the MHD
simulations. PSD values from MHD resolved at each L and MLT are summed over
the range 1.11 − 8.33 mHz, yielding the total power spectra in units of [nT 2/Hz]
for B‖ or [(mV/m)2/Hz] for Eφ, shown in plots of the following figures. Local drift-
resonant frequencies implemented to obtain DMHD

LL and DOBS
LL at the three chosen

µ-invariants are within this frequency band.

The instant 3 is chosen based on the intervals of high compression of the subsolar
magnetopause. As inspected with the MHD results from Figure 4.7, the standoff
distance is equal to 8.9RE for case 1 at 6 UT-03/27, and to 8.7RE in case 2 at 0
UT-11/21. From now on, references to the magnetopause location at instant 3 in
cases 1 and 2 regard to theses results from MHD on the same figure. Figure 4.25
shows results of TPSD-B‖ for instants 1 to 5 in case 1 (∆t = 0 − 36h). It is seen
that the ULF-wave magnetic power generated from the MHD simulation is highly
concentrated in the dayside through storm time. Besides, no significant power occurs
on the nightside, mainly concerning postmidnight and premidnight sectors, similarly
to what has been found in the validations with the two GOES and TH-E (Figures
4.21 and 4.22).

Regarding the L dependence of such effects, dayside concentrations of B‖ power are
much larger for higher L due to the external driving by the solar wind, whereas lack
of the same wave power around the nightside sectors goes deeper down to L = 3 when
the compression of the magnetopause is ongoing (Figure 4.25, instant 3, ∆t = 12h).
In this instant, the magnetopause compressed to 8.9RE drives the strong TPSD-B‖
of ∼ 105 nT 2/Hz on the dayside shown in this plot. With the start of the storm’s
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recovery phase (instant 4, ∆t = 21h), the total power is enhanced on the dayside to
above nonstorm levels in all L shells that were below the magnetopause location at
instant 3. For nightside observations, the TPSD-B‖ is seen most refilled at instant
5 (∆t = 36h) up to L ∼ 6. Noteworthy, the reduced nightside power in TPSD-B‖,
affecting lower L shells during more active times (e.g., instant 3, ∆t = 12h), is
consistent with the region of main underestimations seen in DB

LL from MHD after
around 6 UT-03/27 of Figure 4.15 (top panel on the right).

Figure 4.25 - Case 1: Equatorial L-MLT distribution of compressional magnetic field total
PSD during five relevant instants of the MHD simulation.

∆t from 0 to 36h regards to instants 1-5 selected from the MHD simulation, for consid-
eration of storm-time dynamics in the magnetosphere simulated by BATS-R-US. MLT
sectors are projected along the angular plane, for L shells from 3 to 9.

SOURCE: Produced by the author.

Figure 4.26 presents TPSD maps from the contribution of Eφ, for case 1. Similar
responses are found regarding the role of the solar wind in driving enhanced ULF-
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Eφ power on the dayside, with increasing L and magnetic activity. Also, this total
power substantially drops when the magnetopause is being compressed (instant 3,
∆t = 12h), which depletes the distribution around midnight in almost all L shells.
Similarly to TPSD-B‖, this scenario of reduced TPSD-Eφ is overcome during the
storm’s recovery phase, but not enough to reproduce TH-E Eφ power around the
dusk, regardless of frequency (shown in Figure 4.22, panels (b)).

Figure 4.26 - Case 1: Equatorial L-MLT distribution of azimuthal electric field total PSD
during five relevant instants of the MHD simulation.

∆t from 0 to 36h regards to instants 1-5 selected from the MHD simulation.
SOURCE: Produced by the author.

Results from Figures 4.27 and 4.28 show that less magnetic and electric TPSD was
simulated inside the magnetopause (L < 8.5 for instants 2 (∆t = 5h06min) and 3
(∆t = 12h)), throughout storm time in case 2 than in case 1. However, ULF wave
total power from contributions of B‖ and Eφ is seen to be substantially larger around
the midnight sector during the instant 3 in case 2 than observed in case 1 (compare
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for B‖ pair of Figures 4.25 and 4.27 at ∆t = 12h, and for Eφ the pair of Figures
4.26 and 4.28 at ∆t = 12h). Later on, during the recovery phase of the storm given
by instants 4-5 (∆t = 19−36h), TPSD-B‖ values drastically drops on the nightside
for L > 3. This is consistent with the period and L-region in which DB

LL from MHD
got larger ratios of underestimation, shown in Figure 4.16 (top panel on the right)
between 7 UT-11/21 and 0 UT-11/22. In the same Figure 4.16 (middle panel), DE

LL

from MHD is seen to be more comparable to observations, which has to do with the
global distribution of TPSD-Eφ responding better to the active times imposed by
the CIR in case 2.

Figure 4.27 - Case 2: Equatorial L-MLT distribution of compressional magnetic field total
PSD during five relevant instants of the MHD simulation.

∆t from 0 to 36h regards to instants 1-5 selected from the MHD simulation.
SOURCE: Produced by the author.

103



Figure 4.28 - Case 2: Equatorial L-MLT distribution of azimuthal electric field total PSD
during five relevant instants of the MHD simulation.

∆t from 0 to 36h regards to instants 1-5 selected from the MHD simulation.
SOURCE: Produced by the author.
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5 ON THE CORRESPONDENCE OF EMPIRICAL DLL MODELS AND
OBSERVATIONS IN CASE STUDIES

The coefficients of determination (R2) between the diffusion coefficients from ob-
servations and the tested empirical models shown in Figures 4.19 and 4.20 have, in
each case, indicated that during an event with less ULF wave activity excited in the
magnetosphere, the correspondence between them would significantly enhance. For
instance, this was also observed in the correlations with MHD diffusion coefficients
since R2 values improved for the second event, where much less wave power was
found to have been generated through the storm than in case 1 (instants 1-5 of
Figures from 4.25 to 4.28, but instant 3 (∆t = 12h)).

Two more case studies will be investigated in this chapter to quantitatively enhance
the discussions on the correspondence of empirical diffusion coefficients and obser-
vations throughout storm time, and to verify the hypothesis being tested, that is,
whether those empirical models provide better fits for in-situ data during less active
times, in terms of ULF wave activity. Those aspects can be key for the analysis of the
particle distributions to be obtained in this work with radial diffusion simulations,
mainly using the models of Brautigam and Albert (2000), Liu et al. (2016) and Ali
et al. (2016) as inputs for DLL.

To contextualize, Murphy et al. (2016) showed with a statistical study that, on
average, moderate conditions of Kp would lead to underestimation of data-driven
DLL, and more disturbed conditions in Kp to the opposite effect (overestimation),
at L ∼ 6.6. However, these trends were found based on comparisons of the total
ULF-Eφ wave power as a function of Kp as modeled by Ozeke et al. (2014a), with
ground observations of cumulative power derived from the D-magnetic component.
They have assumed that such power is representative of the real ULF disturbance
in Eφ at space, if mapped to the equatorial plane. Although no correlation analysis
using this database was provided, it was shown a large variability of factors up to 104

higher or lower in the total wave power, generated by use of the model averages for
105 storm events. This is a qualitative indication of a weak correspondence with the
storm-time wave power, and consequently of DLL, when a bunch of event-specific
data is taken into account.

In our case studies, two conditions were established for the selection of the two other
events: i) the third event should have a maximum Kp larger than the previous case
studies (Kpmax = 6+ for case 1 and Kpmax = 50 for case 2), while the fourth event
had to have the lowest maximum Kp of the set or a value comparable to that of
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case 2, and ii) preference should be given to intervals when the satellites RBSP-B,
TH-A, TH-D, and TH-E (used to derive the observed diffusion coefficients) were
probing similar regions in the magnetosphere to the sectors mostly probed in case
1 (dusk for RBSP-B, and premidnight for THEMIS) and case 2 (prenoon for both
RBSP-B and THEMIS). This restriction of having satellites at similar sites in the
magnetosphere as in cases 1 and 2 is to ensure that possible differences in the results
ofDLL, in cases 3 and 4, are not related to local dynamics inherent to distinct regions
of observation set for these events. Given these conditions, case 3 is from now on the
event with greater geomagnetic activity as specified by Kp (Kpmax = 8−), and that
the satellites probed the same sectors of case 1. Whereas case 4 has maximum Kp

equal to that of case 2 (Kpmax = 50), as well as satellites probing a similar region
to that of this event.

Figures 5.1 and 5.2 show the locations in GSE of the four satellites on the first day of
analysis of case 3 (01−03 October 2013) and case 4 (04−05 December 2017), which
can be compared to the locations of the same probes during case 1 (Figure 4.11) and
case 2 (Figure 4.12). No significant changes in the orbit of the satellites along X-Z
and Y-Z planes are noticed for case 4 (Figure 5.2) since this event occurred just a
couple of days later than case 2 (Figure 4.12). But for case 3, which is around three
years and a half before case 1, the probes’ apogees were no longer sited to the south
of the ecliptic plane. They were rather to the north of it towards positive X(GSE)
for RBSP-B, and roughly upon this plane concerning the three THEMIS (see panels
(b) of Figures 4.11 and 5.1 for comparisons).
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Figure 5.1 - Multiple spacecraft location in GSE on October 1st, 2013 - case 3.

a)
 b)


c)


(a) Orbits along the equatorial plane showing that RBSP-B was probing the dusk side,
while THEMIS-A, D and E were mostly at the pre-midnight sector as in case 1. (b-c)
Orbits along X-Z and Y-Z planes, respectively. The locations of the magnetopause and
the bow shock calculated using solar wind pressure of 2.1 nPa and IMF-Bz of 0 nT, are
projected onto each plane of the panels, indicated by the black solid curves. See text for
more details.

SOURCE: NASA/SPDF (2021).
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Figure 5.2 - Multiple spacecraft location in GSE on December 4, 2017 - case 4.

a)
 b)


c)


(a) Orbits along the equatorial plane showing that RBSP-B was close to noon as in case
2, while THEMIS-D, E, and A were slightly shifted towards dawn. (b-c) Orbits along
X-Z and Y-Z planes, respectively. The locations of the magnetopause and the bow shock
calculated using solar wind pressure of 2.1 nPa and IMF-Bz of 0 nT are projected onto
each plane of the panels, indicated by the black solid curves.

SOURCE: NASA/SPDF (2020).
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5.1 Events overview

The interval of case 3 (01 − 03 October 2013) was selected because the chosen
satellites for the DLL calculations were at similar sectors in the magnetosphere to
those of case 1. However, the magnetic storm associated with this event was triggered
as a result of the arrival at Earth of an ICME, at beginning of October 2. Despite
data gaps, the solar wind parameters shown in Figure 5.3(b-e) can give a few details
about this ICME, such as the instant that the interplanetary shock wave hits the
magnetosphere (seen by the abrupt excursions of these parameters around 2 UT
on 10/02), and the intense dynamic pressure (panel (e)) and southward IMF values
(panel (d)) reached from this dayside interaction.

As a consequence, the magnetopause was highly compressed to 6 RE or even below
(panel (f)), according to the Shue et al. (1998) model. This extreme compression
of the magnetopause certainly contributed to the dropout of outer belt electrons
seen in panel (a) starting at ∼ 5 UT on 10/02, although the levels of particle flux
measured by the Van Allen Probes were already very low prior to this dropout (for
a comprehensive analysis of this flux dropout, see Xiang et al. (2016)). Right after
such interval dominated by dropout dynamics in the inner magnetosphere (at 21
UT-10/02), the outer belt was significantly refilled. On panel (g) of the same figure,
the SYM-H time-series unveils how fast (less than four hours) the initial and main
phases developed within the course of this storm, of SYM-H minima equals -90 nT,
against -86 nT of case 1. Meanwhile, the AE graph shows a double-peak signature
with values increasing up to 2000 nT.

On the other hand, the geomagnetic conditions in case 4 (04− 05 December 2017)
resemble the magnetic activity of case 2, as introduced in this chapter about the
maximum Kp condition established for these two events selection. In terms of SYM-
H minima, Figure 5.4(g) shows that this index was above -50 nT during case 4,
against -60 nT of case 2 (on previous Figure 4.2(g)). Thus, the magnetic storm
generated in this last case study is classified as weak (GONZALEZ et al., 1994). It was
triggered because of a CIR that hit the Earth’s magnetosphere on December 4, as
observed by the gradual changes in the solar wind parameters (panels b-e). Note that
only 36 hours of data containing the storm intervals is shown in this summary plot,
similarly to observations of case 3. The full passing of this CIR together with the HSS
can be seen in Figure A.7 from Appendix A. The CIR compressed the magnetopause
to around 7RE (shown by the green line in Figure 5.4(f)), similarly to cases 1 and 2.
In turn, the outer radiation belt experienced a dropout of electrons that recovered
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a few hours later on 12/05 (∼ 15 UT), down to L ∼ 4.7 (Figure 5.4(a)). Finally, the
substorm activity was sustained during the storm recovery phase (Figure 5.4(h)), as
those driven by HSSs.

Figure 5.3 - Case study 3: Observations from Van Allen Probes (RBSP-A and RBSP-B),
ACE and geomagnetic indices.

(a) Temporal and radial distribution of electron fluxes measured by the REPT instrument
onboard the Van Allen Probes, at 1.8 MeV and 90◦ local pitch angle (RBSP-B is
leading RBSP-A). (b-e) Solar wind velocity, density, IMF-Bz component and dynamic
pressure, characterizing the passage of an ICME on October 2, 2013. (f-h) Changes in the
magnetopause location (RMP ) and in the geomagnetic indices SYM-H and AE. In panel
(g), the phases of the magnetic storm are labeled, together with the indication of their
start time.

SOURCE: Produced by the author.
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Figure 5.4 - Case study 4: Observations from Van Allen Probes (RBSP-A and RBSP-B),
ACE and geomagnetic indices.

Same as Figure 5.3, but for the passage of a CIR on December 4, 2017. RBSP-A is leading
RBSP-B on panel (a). .

SOURCE: Produced by the author.

Now, recall to the conditions in terms of the maximum Kp, imposed to end up with
the two events selected. This is represented in Figure 5.5, where time-varying Kp
indices corresponding to the four case studies are plotted together, within a fixed
interval of 36 hours spanning completely the initial and storm main phases, and
partially the recovery phase. As desired, the case 3 reaches the largest maximum
Kp among the events (8−), against 6+ of case 1, while case 4 reaches a maximum
Kp of 50, equals to the value of case 2. Kp peaks to its maximum in case 3 likely
associated with the arrival of the interplanetary shock from the ICME, and then
falls off once, until returning to enhanced values below the maximum index. On
the other hand, the enhanced indices of case 1 are sustained throughout the storm
interval considered such that the indices of the cases 2 and 4 barely reach or overtake
values of case 1. The results of Kp in the cases 3 and 4 are used here to derive time-
dependent empirical radial diffusion coefficients, as done previously for cases 1 and
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2, to test the viability of the corresponding empirical models to reproduce increased
coefficients from observations throughout storm time, depending on the level of
global ULF wave activity indicated by Kp.

Figure 5.5 - Time evolution of Kp index through storm-time in each case study.

.

SOURCE: Produced by the author.

The actual level of wave activity can be inferred directly from ground observa-
tions. Hence, comparisons of measured ULF wave activity are further provided
with the station of MCMU (Fort McMurray), from the magnetometer array of
the CARISMA network (MANN et al., 2008). The corrected geomagnetic coordi-
nates (CGM) of this station are: magnetic latitude = 64.17◦; MLT = 0 at 8
UT; L = 5.35 (conversions from geographic to CGM coordinates are available at
https://omniweb.gsfc.nasa.gov/vitmo/cgm.html). Figure 5.6 contains dynamic
spectrograms of each case study, obtained for fluctuations in the X (northward) and
Y (eastward) geomagnetic components. Left (right) panels show results for fluctu-
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ations in X (Y ). The results are for the same interval considered in the previous
analysis of Kp. These spectrograms are shown with respect to the day of the year,
with UT hours displayed as tenths of the day. The time 0 UT corresponds to MLT
= 16, and 12 UT to MLT = 4. This data set has sampling frequency of 1 Hz.

Figure 5.6 - Dynamic spectrograms for ground observations of ULF waves in all case stud-
ies.

The x-axis shows the day of the year among the cases, with UT hours given as tenths of
the day. At 0 UT, the station MCMU is located at MLT = 16 (dusk side), while at 12 UT
(half of the day) the station is at MLT = 4 (postmidnight sector). .

SOURCE: Produced by the author.

First, it is seen that the station captures enhanced ULF wave activity, in both
components, when mostly acquiring fluctuations from the dusk and midnight sectors,
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associated with the ongoing storm dynamics of each event (see legend of Figure 5.6
for details). Also, wave power is dominant at lower frequencies of the Pc5 band (<4
mHz) for all events and components. However, among the events, this larger power
of 105 − 107 [nT 2/Hz] can differ in intensity and duration such that case 1 has the
largest activity in duration, and wave power comparable to that of case 3 (relative
to both components). In addition, Figure 5.6 shows that the Pc5 wave activity at
this power level in case 4 is seen to be comparable to the same activity in case 2,
in both components. Thereby, this analysis of ground observations of the ULF wave
power activity in the Pc5 band has confirmed the results from the evolution of Kp
in the four events, shown in Figure 5.5, in which the cases 1 and 3 are the most
active for the waves, and the cases 2 and 4 are the least active.

5.1.1 Observations of ULF waves at space

In-situ measurements of ULF waves provided by RBSP-B and three THEMIS space-
craft were used to determine the event-specific diffusion coefficients in cases 3 and
4, as obtained for cases 1 and 2. Figures 5.7 and 5.8 show dynamic spectrograms
of fluctuations in Eφ and B‖, for each event, calculated using FFT over previously
filtered data, such as defined before. In case 3, the duration of the storm initial phase
(started at 2 UT-10/02 UT) and the main phase (started at 3 UT-10/02) together
was less than 4 hours as represented in Figure 5.7.

Before the storm in this event, no relevant and continuous wave activity is observed
with the data available. The waves are then rapidly excited in response to the storm
onset at 2 UT-10/02, seen mostly to affect the magnetic component during the main
phase (∼ 3 − 6 UT on 10/02), as measured by RBSP-B, TH-E, and TH-D (panels
(a1) and (b1)). This enhanced wave power spreads in frequency, although greater
power spectral densities are seen over the Pc5 band (∼ 2 − 7 mHz). On the other
hand, data gaps in Eφ from THEMIS compromise the full analysis of waves in this
component in the main phase. During the recovery phase after ∼ 6 UT-10/02, which
lasts longer than shown, RBSP-B registers an enhanced activity in Eφ close to 12 UT
on 10/03 (panel (a2)) that does not really affects the region probed by TH-A and
TH-E, around the same time (panel (b2)). Meanwhile, the activity in B‖ within this
period is moderate, until a second instance of increase in the Pc5 power observed
over the spectra box from 18 UT-10/02 to 0 UT-10/03 for RBSP-B (panel (a1)) and
TH-D (panel (b1)).
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Figure 5.7 - Case 3: Multi-satellite observations of (a1, b1) compressional magnetic field
and (a2, b2) azimuthal electric field PSD of ULF waves in the frequency
bands of Pc5 (∼ 2− 7 mHz) and Pc4 (7− 22 mHz), from October 1 (12 UT)
to October 3 (0 UT).

Panels (a1) and (a2) show RBSP-B measurements only, corresponding to passages within
3 > L > 6.5, while panels (b1) and (b2) contain data from THEMIS-A, D and E during
simultaneous passages through L shells from 3 to 9. Data gaps refer to actual missing data
or passages of the four probes through L shells outside the considered intervals. Instances
of bad data are found on panel (a2) after 21 UT-10/02 and on panel (b2) at ∼ 0 UT-10/02.
The duration of the main phase of the storm is also indicated on panel (b2).

SOURCE: Produced by the author.
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Figure 5.8 - Case 4: Multi-satellite observations of (a1, b1) compressional magnetic field
and (a2, b2) azimuthal electric field PSD of ULF waves in the frequency bands
of Pc5 (∼ 2 − 7 mHz) and Pc4 (7 − 22 mHz), from December 4 (9 UT) to
December 5 (21 UT).

The same as in Figure 5.7. Instances of bad data are found on panel (b2) at ∼ 21 UT-12/04.

SOURCE: Produced by the author.

Spectrograms of case 4 (Figure 5.8) show results of ULF wave power from the storm
initial phase (9−17 UT on 12/04) to the first 24 hours of the recovery phase (started
at 21 UT-12/04). The initial phase in this event is seen to not greatly contribute to
the enhanced wave activity during storm time, as measured by RBSP-B (panels a1-
a2), whereas TH-D indeed measures significant wave power in B‖ through this period
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(panel (b1) around 9 UT-12/04). Because of long-term data gaps on THEMIS-Eφ
data, there is little to be said about ULF wave activity in this component during
the initial and main phases, as seen by TH-A, TH-D or TH-E. The main phase
defined within 17− 21 UT on 12/04, in turn, highly increases the wave power in B‖
from THEMIS (panel (b1)), to levels obtained in case 3 (see panels (a1) and (b1) of
Figure 5.7 for comparisons).

However, the same level of activity is not observed with RBSP-B, either in B‖ or
Eφ, throughout this phase (panels a1-a2). Afterwards, with the start of the recovery
phase, the B‖-wave power decreases, according to THEMIS observations, while no
significant change is noted concerning RBSP-B. In contrast, the Eφ-power greatly
intensifies as measured by TH-D and TH-E (panel (b2)), and by RBSP-B (panel
(a2)). Overall, the results in case 4 are quite similar to those of case 2 (shown in
Figure 4.5), mainly in terms of the Eφ-power, where again is found that Pc5 waves
measured by RBSP-B are discrete in frequency, whereas the wave activity obtained
with THEMIS is now visually more broadband.

5.2 Results and comparisons

This section will present the results of in-situ diffusion coefficients (DOBS
LL ) relative

to case studies 3 and 4, acquired with the wave power data set that has just been
discussed. Due to the assumption of single mode resonance (m = 1) used to calculate
DOBS
LL , only wave power relative to local drift-resonant frequencies from the previous

spectrograms shown were considered. Nevertheless, one expects to see in Figures 5.9
(for case 3) and 5.10 (for case 4) variations in the intensity of DOBS

LL modulated by
the phases of the storms and the location of the probes, similar to obtained with
ULF waves in the Pc5-band spectrum. The first invariant of µ = 1318 MeV/G has
been also considered in these analyses.

Figure 5.9(c) shows that total diffusion rates in case 3 are enhanced within the storm
initial and main phases (2−6 UT on 10/02) across L shells because of enhancements
in DE

LL (15− 21 UT on 10/01, panel (b)), accompanied by increases in DB
LL (0− 6

UT on 10/02, panel (a)). In the recovery phase (after 6 UT-10/02), enhancements
driven by ULF activity in Eφ (Figure 5.7(a2)) plays a role in the intensification of
the these total estimates, especially at L < 6, as measured by RBSP-B (see Figure
5.9(b)). The graph of DE

LL/DB
LL ratios in panel (d) confirms these observations, in

which significant larger ratios (∼ 103) at L > 5 occurs before the storm onset at 2
UT-10/02, rather than over the initial phase as discussed for case 1, and during its
recovery phase (Figure 5.9(d),∼ 12 UT-10/02) because of the role ofDE

LL. The lowest
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ratios (∼ 10−1) are seen concentrated over the main phase interval, as reported with
results from cases 1 and 2 due to the sudden increase in DB

LL.

Figure 5.9 - Case 3: DLL from observations for µ = 1318 MeV/G.

Derived radial diffusion coefficients shown along the satellites’ trajectory, given by L. The
time duration of the main phase of the storm is indicated by the pink straight bar on the
bottom panel.

SOURCE: Produced by the author.

In the case 4 (Figure 5.10(c)), low-L totalDOBS
LL starting from the storm initial phase

are generally less stronger than in case 3 throughout storm time, and have magnetic
and electric coefficients (Figure 5.10(b-c)) comparable to those obtained in case 2
(Figure 4.14(b-c)). However, high-L total estimates in Figure 5.10(c) indeed increase
through the phases of the storm such as expected from the enhancements in the ULF
wave activity measured by THEMIS (Figure 5.8, panels b1-b2). Actually, a minor
enhancement in diffusion coefficients taken along RBSP-B’s locations, approaching
the apogee, takes place during the recovery phase (see in Figure 5.10(c) passes
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from ∼ 9 to 20 UT on 12/05)> This minor enhancement in DOBS
LL (total) results

from simultaneous enhancements affecting both magnetic and electric components.
DE
LL/DB

LL ratios within this period in Figure 5.10(d) then slightly tends to the unity,
also seen at higher L shells. Outside the mentioned interval, the ratios do not change
much in response to the effects of the storm initial and main phases such that DB

LL

was most of the time comparable or roughly one order of magnitude lower than DE
LL.

Figure 5.10 - Case 4: DLL from observations for µ = 1318 MeV/G.

The same as Figure 5.9.

SOURCE: Produced by the author.

Those observed diffusion coefficients are subsequently presented as a function of L
only, during several three-hour intervals corresponding to fixed Kp, selected for the
comparisons with continuous radial profiles provided with the investigated empirical
models of DLL. This is similar to the analyses performed for cases 1 and 2 previ-
ously, with the caveat that there are no results from MHD simulations for the two
additional cases studies. Figure 5.11(a) shows the responses for a nonstorm period
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during case 3 and, as expected, observations consistently match empirical predic-
tions at L ∼ 5-6, whereas partially at L ∼ 8.5. Over storm time, in-situ coefficients
are seen to be in poor agreement with the models in almost all intervals shown
(panels b-f, except (e)). This is especially verified in the main phase as modeled by
Brautigam and Albert (2000) (panel (c)), and during the recovery phase, concerning
the three models (panel (d)).

Figure 5.11 - Case 3: Radial profiles of empirical estimates of DLL before and during storm
time, validated by observed diffusion coefficients (DOBS

LL ).

(a-f) Selected intervals, and corresponding Kp index and phase of the storm, for com-
parisons of radial profiles of various DLL rates implemented. The UT time of the intervals
is indicated together with information of the day considered. L represents the L shell.
∆L = 0.1RE for the DLL models. µ = 1318 MeV/G.

SOURCE: Produced by the author.
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Still about case 3, the interval shown corresponding to the main phase in Figure
5.11(c) relates to the period of maximum Kp index of the event. During this partic-
ular period, it is found that this intense-Kp condition imposed to drive the diffusion
coefficients caused the models to mostly overestimate storm-time observed coeffi-
cients (up to 3 orders of magnitude). In turn, observations from the early recovery
phase (panel (d)) are rather underestimated at L < 6, as Kp drops to moderate con-
ditions, while in-situ coefficients peak inside this region. Both results are consistent
with the trends of variation in DLL (empirical) averages established by Murphy et
al. (2016), as discussed in the beginning of this chapter. Those features also explain
the underestimations of low-L DOBS

LL from both cases 1 and 2, at corresponding
moderate levels of Kp (on discussions of Figures 4.17(c-d) and 4.18(b)).

On the other hand, results in case 4 (Figure 5.12) are shown starting from the initial
phase of the storm. Throughout storm time, the available observations of diffusion
coefficients visually respond better to fits from the statistical model of Ali et al.
(2016). This is perfectly seen in comparisons of panel (c) of this figure. However,
this model fails to accurately determine initial- and main-phase observations (panels
a-b), which can be up to one order higher or lower around these intervals. Compar-
isons from Figure 5.12(f) also show that this model highly overestimates diffusion
coefficients at larger L shells, such as verified in previous analyses of cases 1 and 2.
The other two models mostly well overestimate initial phase rates, while determina-
tion of main phase DOBS

LL coefficients is similarly complex. Overestimations by the
model of Brautigam and Albert (2000) are of major concern even when Kp is not
so large (e.g., panels c-f). In addition, there is no clear evidence of enhanced low-L
coefficients for association with model underestimations under moderate conditions
of Kp. In summary, these results for radial profiles of DLL in case 4 are very similar
to those obtained in case 2 (Figure 4.18).

Table 5.1 contains a compilation of the coefficients of determination (R2) obtained
for each of the four case studies. They were computed at the three aforementioned
(700, 1318, and 2083 MeV/G) values of µ . Here, these R2-values assess the level of
relationship existing between observed (storm-time) radial diffusion coefficients and
empirical estimates as modeled by Brautigam and Albert (2000), Liu et al. (2016),
and Ali et al. (2016). All data samples acquired with observations within the time
span of 36 hours so far considered for each event (e.g., Figures 5.9 and 5.10) were
used, from the same range of L shells (3 < L < 9). The empirical estimates from the
three models were derived for the locations of the observations and corresponding
three-hour Kp value.

121



Figure 5.12 - Case 4: Radial profiles of empirical estimates of DLL during storm time,
validated by observed diffusion coefficients (DOBS

LL ).

Same as Figure 5.11.

SOURCE: Produced by the author.

The results from Table 5.1 have been tested for a significance level of 1%, by apply-
ing the null hypothesis testing based on the computation of the p-value (available
at https://www.socscistatistics.com/pvalues/pearsondistribution.aspx).
This percentage attests to the risk of the correlation coefficients (R) being zero
(rather than the values acquired), or in other words, to the probability of both
observations and models having no correlation at all. As all of the correlation coef-
ficients tested false for the null hypothesis, one can take those presented R2 values
as statistically significant.
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Table 5.1 - Coefficients of determination (R2) between DOBS
LL and estimates from the em-

pirical models, obtained at three values of µ (in red) for each case study.

B & A (2000) LIU et al. (2016) ALI et al. (2016)
µ [MeV/G] 700 1318 2083 700 1318 2083 700 1318 2083
Case 1
N = 56 0.45 0.49 0.42 0.49 0.54 0.49 0.49 0.56 0.53

Case 2
N = 83 0.71 0.70 0.74 0.72 0.72 0.75 0.69 0.73 0.76

Case 3
N = 59 0.60 0.60 0.51 0.62 0.66 0.55 0.60 0.65 0.54

Case 4
N = 78 0.67 0.73 0.70 0.70 0.76 0.73 0.69 0.76 0.75

N is the number of pairs from the data samples used.

It has been found that: (i) there is no notable dependence of R2 on µ in any case,
among the models; (ii) models in cases 2 and 4 indeed have a stronger correlation
with observations than in cases 1 and 3, which were shown to have been more active
in terms of ULF wave activity, as inspected from a ground station and at space; in
addition, empirical results of case 1 are the least correlated with observed data; for
instance, the model of Brautigam and Albert (2000) in case 2 is 32% more precise
to estimate the variance of the observations at µ = 2083 MeV/G than it is in case
1, for the same µ value; and (iii) as a whole, the three models do a similar job to
represent storm-time diffusion coefficients.

Basically, the results from Table 5.1 together with those from the analysis of the
radial profiles can be interpreted as follows: due to the large variability of storm-time
radial diffusion coefficients in intensity, and across L shells, average estimates given
by these empirical models are weakly to moderately capable of resolving such vari-
ability indicated by the observations. However, this becomes even more complicated
to overcome when handling most disturbed events. It was shown from the radial
profiles analysis that in the large Kp regime (typical occurrence around the storm
main phase), observed radial diffusion rates are likely comparable to overestimated
by in-situ derived empirical DLL, such as modeled by Ali et al. (2016) and Liu et al.
(2016), or highly overestimated when using Brautigam and Albert (2000)’s model,
which is semi space-based. Further, in the case when Kp is moderate, observed rates
tend to be underestimated. This would affect physical representation of enhanced
diffusion coefficients that eventually take place inside L < 6, mainly during the
early recovery phase when Kp decreases (e.g., results from cases 1 and 3). Again, it
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should be emphasized that these results are in accordance with those proposed by
Murphy et al. (2016), although this thesis has effectively verified them in detailed
case studies of in-situ diffusion rates, along with correlation analysis with the set of
three empirical models.

Hence, the proposed study of storm-time radial diffusion coefficients during these
four events have shown that might be right that those empirical models provide
better fits for in-situ data of DLL during less active times, in terms of ULF wave
activity, according to our results. However, the validity of these results found for this
hypothesis should be also verified in a statistical study, which is beyond the scope
of this thesis.
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6 RESULTS FROM RADIAL DIFFUSION MODELING

In this chapter, results concerning the radial diffusion simulations of the chosen case
studies will be presented. Electron flux dropouts related to case study 1 (26 − 28
March 2017), case study 2 (20− 22 November 2017), and case study 4 (04− 06 De-
cember 2017) are investigated through modeling, and compared to observations of
the phase space density obtained with the Van Allen Probes. The loss mechanisms
tested in the radial diffusion simulations that solved Equation 3.9 were magne-
topause shadowing, outward radial diffusion driven by empirical DLL models and
the event-specific DMHD

LL , pitch angle scattering by hiss, and pitch angle scattering
by chorus. It should be mentioned that no source term due to local heating was
included for the runs.

Observations of the wave activity related to whistler-mode chorus and plasmaspheric
hiss were undertaken using high-resolution magnetic field data provided by EMFISIS
instruments on the Van Allen Probes (not shown). In cases 2 and 4, the activity
of ELF hiss waves (0.1 − 1 kHz) is enhanced to magnetic power spectral densities
of 10−5[nT 2/Hz] as soon as the CIRs hit the magnetosphere, that is, at ∼ 12 UT-
11/20 and 9 UT-12/04, respectively. The activity of VLF chorus waves (1−10 kHz)
enhances to magnetic power spectral densities of 10−8− 10−6 [nT 2/Hz] a few hours
delayed, concomitant with the occurrence of the electron dropouts in both cases.
On the other hand, case 1 is the event that reports a much lower wave activity for
either wave types, especially during the dropout.

6.1 Phase space density observations

Figure 6.1 depicts the time evolution, in relation to L∗, of phase space density data
converted from electron fluxes j measured by RBSP-A. The events being considered
are the case studies 1, 2, and 4 that relate to CIR-driven flux dropouts of 1.8 MeV
electrons from the outer belt, identified in Figures 4.1, 4.2, and 5.3 (panels (a)),
respectively. In Figure 6.1, the PhSD data shown for each event are fixed at the first
invariant value µ = 1318 MeV/G, and second invariant value K = 0.08 REG

1/2.
Thus, the µ value chosen is the same one considered in theDLL analysis of relativistic
electrons using MHD simulation and observations (e.g., Figures 4.9 and 4.13 for case
1). At L = 4.5, it corresponds to the 1.7 MeV population in a dipolar geomagnetic
field. Since these calculations of DLL are valid for ∼ 90◦ pitch angles,K → 0 must be
also considered for the PhSD analysis (see Table 2.2 for reference). As calculated with
the TS04 magnetic field model, K = 0.08 REG

1/2 corresponds to equatorial pitch
angles between ∼ 50◦ (at probe’s apogee) and 65◦ (at probe’s perigee). Data gaps
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seen in PhSD throughout these events has to do with gaps in L∗, generated by passes
of the probe farther from the magnetic equator (not shown), and consequently at
higher latitude than that of the mirror points of the covered equatorial pitch angles.

Figure 6.1 - RBSP-A observations of phase space density during the case studies 1, 2, and
4.

(a) Case study 1; (b) Case study 2; (c) Case study 4. PhSD is plotted along the probe’s
L∗ data calculated with the TS04 model. .

SOURCE: Produced by the author.

Nonetheless, dropouts in PhSD can be viewed in the three events, i.e., on 03/27 for
case 1 (Figure 6.1, panel (a), after 5 UT), on 11/21 for case 2 (panel (b), after 0 UT),
and on 12/04 for case 4 (panel (c), after 18 UT). By contrast with electron fluxes,
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those dropouts are indicative of true electron losses, as well as for the enhancements
in PhSD that follow these dropouts, since adiabatic variations are removed. The
dropout of case 1 (panel (a)) is the most significant, involving a decrease in PhSD
by a factor of ∼ 1/100, against a factor of ∼ 1/10 in cases 2 and 4 (panels b-
c). The results from case 4 in panel (c) actually demonstrate that prior to the
dropout, the electron PhSD values were already very low in the outer belt, and
then decreased to background levels due to the dropout. Outward radial diffusion
driven by wave-particle interactions with ULF waves accompanying the effect of
magnetopause shadowing, so far investigated, may be the cause of those dropouts.

6.1.1 Cross-calibration analysis

Calibrated PhSD data from GOES-15 relative to the PhSD from RBSP-A were
used to build dynamic conditions at the outer boundary (Lmax = 6), and initial
condition within L∗ = 2.5 − 6.0 in all radial diffusion simulations. The GOES-15
PhSD data were transformed from electron fluxes j extrapolated in energy to obtain
observations at µ > 400 MeV/G. The magnitude of the local magnetic field B

derived with time-dependent TS04 model was required to calculate the PhSD using
Equation 3.3, since the PhSD data from the Van Allen Probes were also calculated
using modeled B.

Figure 6.2 shows validations of modeled B along the path of GOES-15 at geosyn-
chronous orbit, throughout the interval of each case study. The measurements of B
from GOES-15 (G15 in these plots) have sampling of 1 minute, whereas modeled es-
timates were obtained with a cadence of 15 minutes (the same of the radial diffusion
runs). In this figure (panels a-c), fast fluctuations in measured B with amplitude
∼ 30− 60 nT are associated with substorm activity on the nightside, during storm
time (seen mostly on the second day of observation). On the other hand, fluctuations
seen with much smaller amplitudes relate to ULF waves. However, it is necessary
to concentrate these validations on slower variations of B at timescales greater than
the drift period of trapped relativistic electrons, of a few minutes. Although no infor-
mation of the satellite’s location in MLT is given, it was discussed previously that at
geosynchronous orbit, the noon-midnight asymmetry of the geomagnetic field mod-
ulates the observations acquired with GOES (e.g., Figures 4.21 and 4.23). Hence, it
is seen in Figure 6.2(a-c) that the modeled B well captures this diurnal modulations
of the geomagnetic field intensity during the events.
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Figure 6.2 - Validations of the magnetic field strength modeled with TS04 along GOES-15
orbit during (a) case 1, (b) case 2, and (c) case 4.

The geomagnetic field intensity at geosynchronous orbit peaks on the dayside (before 0
UT) and drops on the nightside (before 12 UT). “Jumps” in B measured by GOES-15 on
the nightside are caused by substorm activity. .

SOURCE: Produced by the author.

Subsequently, it is shown in Figure 6.3 concurrent PhSD observations of RBSP-A,
RBSP-B, and GOES-15 during case 1, before calibration of the GOES-15 PhSD
data. Figures A.8 and A.9 in Appendix A show the results of cases 2 and 4, respec-
tively. The dropout of case 1 (Figure 6.3) on 03/27 is then best identified with the
addition of observations from RBSP-B, in comparison to Figure 6.1(a). GOES-15
uncalibrated PhSD distributions from Figure 6.3 also report the dropout on 03/27
at ∼ 12 UT (see PhSD data from 5 . L∗ . 6), but at significant lower levels than
those obtained with RBSP-B. Overall, the PhSD data from GOES-15 at µ = 1318
MeV/G exhibit lower levels throughout the period considered.
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Figure 6.3 - Van Allen Probes (RBSP-A and RBSP-B) and GOES-15 observations of phase
space density during case 1.

PhSD is plotted along the probes’ L∗ data calculated with the TS04 model. The PhSD
data from GOES-15 shown are not calibrated. The apogee of RBSP-B during an inbound
on 03/28 is indicated. Gaps in L∗ at geosynchronous orbit (5 . L∗ . 6) are rather related
to the proximity of the last closed drift shell, to be discussed afterward.

SOURCE: Produced by the author.

Also in Figure 6.3, it is important to notice the changes in the L∗ from GOES-15
calculated for r ∼ 6.6RE and time-varying MLT. Prior to storm-time (initiated at
18 UT-03/27), the probed population is found at L∗ ≈ 6. This is also observed in
case 2 (Figure A.8) until the magnetic storm is initiated at 12 UT-11/20. During the
storm main phases of these events, L∗ values visually decrease to ∼ 5 (e.g., Figure
6.3, within 4 − 15 UT on 03/27). This is explained by the Dst effect enhanced
with the development of the ring current. To prevent decreases in the magnetic flux
Φ enclosed by the drift shells, these same drift shells move outward in order to
conserve the previous value of Φ. As a result, GOES-15 located at geosynchronous
orbit measures electron populations from smaller L∗ values (e.g., Green and Kivelson
(2001)). In case 1 (Figure 6.3), the L∗ at GOES-15 orbit gradually recovers to greater
values during the recovery phase after 15 UT on 03/27. In the meantime, the PhSD

129



relatively increases, but at lower levels than enhancements observed by the Van Allen
Probes around the apogees at L∗ near that of GOES-15 (e.g., RBSP-B’s apogee at
∼ 0 UT on 03/28 indicated in the same figure).

In order to calibrate the PhSD data of GOES-15 with RBSP-A data, conjunctions in
L∗ between these probes were searched throughout March 2017. Storm-time periods
were avoided. It was found conjunctions during 17 days, yielding an amount of 246
conjunction points for analysis, considering ∆L∗ ≤ 0.5RE for the probes’ separation.
Thus, in this analysis the conjunctions are not restricted to ∆L∗ ≤ 0.1RE as assumed
in Chapter 3 (section 3.2.1.1) so that more conjunction points could be acquired.
But before the cross-calibration, matching factors (MF) were also obtained from
the dual PhSD measurements of each conjunction instance, calculated for µ = 1318
MeV/G and µ = 700 MeV/G. They attest to the error, between measurements, for
determining the local PhSD, which is generally associated with uncertainties from
the magnetic field model used or ultimately to calibration mismatch of the observed
particle fluxes. Basically, matching factors were calculated as follows:

MF = Larger PhSD(L∗1)
Smaller PhSD(L∗2) (6.1)

where L∗1 and L∗2 are respectively the L∗ values of the probe with larger PhSD and
that with smaller PhSD, in which ∆ L∗ = |L∗1 − L∗2|.

Figure 6.4 presents the respective results in panels (a) and (b), from PhSD values
also computed for K = 0.08 REG

1/2. It is noted that MF values are up to one
order of magnitude larger for µ = 1318 (panel (a)) than for µ = 700 (panel (b))
throughout ∆L∗ ≤ 0.5RE. MF values at µ = 1318 ranges up to ∼ 40, against MF
< 5 at µ = 700. Considering MF = 2 as the lower limit for calibration mismatch
over ∆L∗ . 0.1RE (e.g., Reeves et al. (2013)), MFs of low-µ in panel (b) are below
this threshold, which implies that the electron fluxes extrapolated of GOES-15 to
obtain the PhSD data at µ = 700 MeV/G are generally accurate with electron fluxes
measured by RBSP-A. However, for µ = 1318 MeV/G in panel (a), MFs are already
2 or greater inside ∆L∗ = 0.1RE. This demonstrates that the electron fluxes from
GOES-15 extrapolated to obtain PhSD at this large µ value are least accurate with
those measurements by RBSP-A.
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Figure 6.4 - Matching factors of dual PhSD measured by RBSP-A and GOES-15 (uncali-
brated) for 246 L∗-conjunctions in March, 2017.

The L∗ data set used was obtained with the TS04 model, for K = 0.08 REG
1/2. The

dotted line is a reference for MF = 1.

SOURCE: Produced by the author.

Reducing the conjunction width to ∆L∗ ≤ 0.3, it was obtained calibration factors
equal to 1.33 (µ = 700) and 5.50 (µ = 1318) from this data set. These calibration
factors represent the mean factors in PhSD defined as:

Factor = PhSDRBSPA(L∗1)
PhSDG15(L∗2) (6.2)

Here, L∗1 and L∗2 correspond to the L∗ location of RBSPA and GOES-15, respectively,
where ∆L∗ = |L∗1 − L∗2|.

A total of 57 conjunctions was considered in these calculations. Figure 6.5 contains
the results of the PhSD matching factors after calibrating the GOES-15 data with
the derived calibration factors. In panel (a) are results for µ = 1318 MeV/G. The
correction of the PhSD values of GOES-15 drastically diminishes the MFs not to
greater than 6 over ∆L∗ ≤ 0.3RE, at this µ value. But in comparison with results
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from µ = 700 MeV/G (panel (b)), MF values at ∆L∗ . 0.1RE are ranging close
to 2 for µ = 1318, instead of ∼ 1.5 as seen for the lower µ value. This indicates
that the PhSD data at µ = 1318 were corrected with the calibration, but the data
at µ = 700 are still more accurate with the PhSD from RBSP-A. In this regard,
Table 6.1 confirms this result, showing that the mean MF values reduced after the
calibration of GOES-15 PhSD for both µ values, but with the larger mismatch still
affecting data at µ = 1318.

Figure 6.5 - Matching factors of dual PhSD measured by RBSP-A and GOES-15 (cali-
brated) for 57 L∗-conjunctions in March, 2017.

Same as in Figure 6.4.

SOURCE: Produced by the author.

Table 6.1 - Averages of MFs inside ∆L∗ ≤ 0.3RE , before and after calibration of GOES-15
PhSD.

µ = 1318
MeV/G

µ = 700
MeV/G

before 5.51 ± 4.47 1.78 ± 0.60
after 2.07 ± 0.97 1.36 ± 0.25
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To test the accuracy of the calibrated PhSD data of GOES-15 with the RBSP-
A data, radial profiles of combined PhSD values from the two probes at times of
conjunction in L∗ were observed. This is needed to define the initial conditions across
L∗ = 2.5−6 for the radial diffusion runs. It was chosen combined data from intervals
at quiet conditions preceding the storm time of each case study. For case 1, we picked
the phase space densities along an outbound pass of RBSP-A starting at ∼ 12 UT
on 03/26 (see this pass in Figure 6.3 going from L∗ = 2.5 up to the conjunction point
with GOES-15 at L∗ = 6). The profile of this combined PhSD data with respect
to L∗ is depicted in Figure 6.6, which corresponds to µ = 1318 MeV/G. In blue
is the curve of the PhSD profile acquired with RBSP-A throughout the outbound
pass, and the red star stands for the calibrated PhSD estimated for GOES-15 at
this conjunction point. Even if the probes’ separation is small (∆L∗ < 0.1RE), it
is clear that the mismatch of the GOES-15 calibrated PhSD persisted. This was
critical for the other events in which the RBSP-A passes chosen for the profiles had
larger separation at the conjunction with GOES-15 (∆L∗ > 0.3RE).

On the other hand, it is shown in Figure A.10 the respective result for µ = 700
MeV/G during the same interval of case 1 and spacecraft conjunction. In agreement
with results from the matching factor analysis, the radial profile using combined
PhSD from RBSP-A and the calibrated estimate from GOES-15 is smooth as de-
sired to obtain initial conditions for the radial diffusion simulations. Also, the same
accuracy was verified in the chosen profiles of case studies 2 and 4 (not shown).
Thereby, these observations justify the choice, hereafter, of performing radial diffu-
sion runs only for µ = 700 MeV/G.
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Figure 6.6 - Case 1: Radial profiles of PhSD for µ = 1318 MeV/G, from an outbound pass
of RBSP-A on 03/26 together with the calibrated estimate from GOES-15 at
the conjunction (L∗ ∼ 6 and ∆L∗ = 0.09).

The L∗-conjunction occurred at ∼ 15 UT.

SOURCE: Produced by the author.

6.2 Results of the simulation inputs

6.2.1 Outer boundary condition

The domain set for the radial diffusion simulations is L∗ = 2.5 − 6 for empirical
DLL and L∗ = 3 − 6 for DMHD

LL . Recall that although the inner boundary of the
MHD simulations was defined at L∗ = 2.5, the calculation of DMHD

LL was restricted
to L∗ = 3, in considering a dipolar geomagnetic field where L∗ = L. The grid and
time resolutions in both cases are 0.1RE and 15 minutes, respectively. The inner
boundary condition at Lmin = 2.5 or Lmin = 3 was made static.
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Figure 6.7 - Time-series of calibrated PhSD data from GOES-15 set for dynamic outer
boundary conditions in the radial diffusion simulations of (a) case 1, (b) case
2, and (c) case 4, and computed for µ = 700 MeV/G and K = 0.08 REG1/2.

Dropouts of case 1 (panel (a), on 03/27) and case 2 (panel (b), on 11/21) are dominated
by irregular variations in PhSD possibly driven by substorms, as shown in Figure 6.2.
The dropout of case 4 (panel (c), on 12/05) is dominated by electron injections, starting
at 0 UT until ∼ 15 UT. Assuming a dipolar geomagnetic field at L = 6.6, the injected
electrons producing enhancements in PhSD would correspond to ∼ 0.5 MeV populations
for µ = 700 MeV/G.

SOURCE: Produced by the author.

Figure 6.7 shows the time-series of PhSD used for outer boundary condition of
(a) case study 1, (b) case study 2, and (c) case study 4. This data relative to
µ = 700 MeV/G and K = 0.08 REG

1/2 were derived from the uncalibrated PhSD
distributions previously presented in Figures 6.3 (case 1), A.8 (case 2), and A.9 (case
4). As discussed for those figures, the PhSD distributions at GOES-15 orbit from
Figure 6.7(a-c) capture remarkable dropouts by a factor of ∼ 1/1000 in the three
events, associated with the ongoing magnetic storms. The observed enhancements
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in PhSD are, overall, of up to one order of magnitude relative to prestorm values.
Note that the phase space densities under dropout in cases 1 and 2 (panels (a-b))
are subjected to fast variations related to the effect of the substorm activity on
the ambient magnetic field discussed in Figure 6.2. Concerning case 4, the substorm
activity prompts successive energetic electron injections at ∼ 0.5 MeV that gradually
recovers the PhSD, as seen on early December 5 until ∼ 15 UT. These variations
at the outer boundary are important for the radial diffusion simulation to drive the
dropouts and enhancements in PhSD down to low-L∗ regions, as measured by the
Van Allen Probes in the events.

To build the dynamic outer boundary conditions in each run, it was assumed that
this PhSD data from GOES-15 were constantly obtained at Lmax = 6. In reality,
results from the L∗ discussed for Figures 6.3, A.8, and A.9 have shown that the
L∗ values observed at geosynchronous orbit indeed change from L∗ ≈ 6 throughout
storm time. It should be pointed out that such assumption has been made in previous
works. For instance, Li et al. (2014b) used PhSD data acquired with the Van Allen
Probes between L∗ = 5 and L∗ = 6 to make a realistic constraint for the outer
boundary, which was also set at L∗ = 6.

6.2.2 Modeled electron lifetimes and constraints

Figure 6.8 shows dynamic maps of the electron lifetimes (τ) resulting from the
gyroresonance with whistler-mode hiss and chorus waves obtained, respectively, for
case 1 (a-b), case 2 (c-d), and case 4 (e-f). Equations 3.17-3.20 were used in these
calculations. The time-dependent plasmapause location (LPP ) given by O’Brien and
Moldwin (2003) is overplotted in black, and was used as the constraint to define loss
terms due to chorus outside LPP , and due to hiss inside LPP (TU et al., 2009). First,
it is noted in all cases that the modeled plasmapause is rapidly relaxed outward as
the storm initial phase develops, but hours later is eroded to L∗ ∼ 3.5− 4.0 because
of the storm-time convection (CARPENTER; ANDERSON, 1992).

The behavior of the electron lifetimes due to hiss (panels (a), (c), (d)) inside LPP
is that of values in the range from 10 to below 100 days ∼ before the storms. Then
these values decrease to below 10 days as soon as the plasmapause is eroded. In case
1 (a), lifetimes even lower of . 5 days are seen to last longer than obtained in cases
2(c) and 4(d). Less slower atmospheric losses were driven by chorus outside LPP ,
as indicated by the results of panels (b), (d), and (f). Cases 1(b) and 4(f) gets the
lowest lifetimes of 1 day or less during storm time, preferentially at L∗ > 5. Lifetimes
below 10 days dominate the storm period in case 2(c). Although the models of the
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lifetimes (Orlova et al. (2014) for hiss and Shprits et al. (2007) for chorus), and of
LPP are given with respect to L shell (L), L = L∗ was assumed for those inputs in
all runs.

Figure 6.8 - Dynamic maps of electron lifetimes inserted in the radial diffusion simulations
of (a-b) case 1, (c-d) case 2, and (e-f) case 4, computed for µ = 700 MeV/G.

The black curve is the modeled plasmapause location, LPP . (Top panels) Lifetimes due
to hiss from Orlova et al. (2014) inserted inside LPP ; (Bottom panels) Lifetimes due to
chorus from Shprits et al. (2007) inserted outside LPP . The storm initial phases start at
18 UT on 03/26 (case 1), at 12 UT on 11/20 (case 2), and at 9 UT on 12/04 (case 4).

SOURCE: Produced by the author.
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Next, the dynamics of the last closed drift shell (LCDS) are analyzed. This parameter
was used in the radial diffusion simulations to determine magnetopause shadowing
losses during those events. The results are shown in Figure 6.9. The LCDS represents
the last L∗ of trapped populations, above which drift shells are opened. Because L∗

decreases during the storm main phase due to the expansion of the drift shells, the
LCDS also decreases as obtained for the three cases shown (panels a-c). Early in
this text in the section 4.2.1, it was discussed that the extent of the magnetopause
compression in cases 1 and 2 were very similar, with a maximum of ∼ 7RE as
modeled by Shue et al. (1998) (e.g., Figures 4.1 and 4.2, panels (f)). The results
from MHD (Figure 4.7) have also indicated similar values for the main compression
between the two cases, of ∼ 8RE. In turn, these results from the LCDS in Figure
6.9 indicate that the extent of compression in the inner magnetosphere was about
0.5 RE larger for case 1 than for case 2.

Figure 6.9 - Dynamics of the last closed drift shell set for magnetopause shadowing losses
in the radial diffusion simulations of (a) case 1, (b) case 2, and (c) case 4,
computed for K = 0.08 REG1/2.

The storm initial phases start at 18 UT on 03/26 (case 1, (a)), at 12 UT on 11/20 (case
2, (b)), and at 9 UT on 12/04 (case 4, (c)).

SOURCE: Produced by the author.
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More specifically, it is seen that whereas in case 1 (panel (a)) the LCDS goes lower
than L∗ = 6 and remains for several hours on 03/27, in case 2 (panel (b)) it does
not. Since Lmax = 6 in the radial diffusion simulations, the LCDS had no effects for
dropouts in the runs of case 2. Conversely, the runs of case 1 (panel (a)) and case 4
(panel (c)) had a loss term defined above the LCDS whenever below Lmax = 6, by
using the local drift period to represent the electron lifetimes. In fact, case 4 is the
most affected by the expansion of the drift shells during storm-time, in which the
LCDS value drops to below 5.5 at the end of 12/04. Because of a three-hour-long
northward turning of IMF-Bz (see Figure 5.4(d), from 21 UT-12/04 to 0 UT-12/05),
the LCDS values in Figure 6.9(c) then increases to L∗ > 6.5, as the drift shells are
driven inward following the relaxed magnetopause (see the same interval in Figure
5.4(f)). But it did not take long for the LCDS to drop again to L∗ < 6, on 12/05.
Later over the recovery phase, which is after 21 UT-12/05, the LCDS is recovered
to prestorm values around 8, also obtained in case 2 at the end of 11/22 (Figure 6.9
(b-c)). In case 1 (panel (a)), it is observed to recover to L∗ < 7.5, until 0 UT-03/29.

6.2.3 Empirical DLL

Outward radial diffusion is the loss process that operates subsequent to magne-
topause shadowing (e.g., Xiang et al. (2017)). In this regard, it has been demon-
strated with MHD simulation and observations in Chapter 4 that enhanced storm-
time radial diffusion coefficients were closely related to the dropouts of cases 1 and
2. The DLL results from observations in case 4 were very similar to those obtained
in case 2 (by rates in the range 10−2− 100 [1/day]), which was generally 2 orders of
magnitude lower inside L = 6 than in case 1.

Concerning empirical storm-time estimates, the responses of three models were so
far analyzed in radial profiles, and through their correspondence with radial diffusion
coefficients driven by on-orbit data, i.e., DOBS

LL . It was found that the models from
Liu et al. (2016), Ali et al. (2016), and Brautigam and Albert (2000) are in best
agreement with the storm-time DOBS

LL derived for cases 2 and 4, in which both events
presented lower ULF wave activity than reported for cases 1 and 3. As for the radial
diffusion simulations, such empirical DLL models were implemented to the runs,
and the error of results from each model relative to the measured PhSD will be
compared, as well as errors from the use of DMHD

LL maps already presented for cases
1 and 2 in Figures 4.9 and 4.10 .
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Figure 6.10 - Maps of empirical DLL set to reproduce storm-time radial diffusion coeffi-
cients in the radial diffusion simulations of (a-c) case 1, (d-f) case 2, and
(g-i) case 4, using the models from Brautigam and Albert (2000) (top), Liu
et al. (2016) (middle), and Ali et al. (2016) (bottom).

DE,LIU
LL from panels (b), (e), and (g) was computed for µ = 700 MeV/G. The storm main

phases occur at 4− 15 UT on 03/27 (case 1, a-c), at 0− 7 UT on 11/21 (case 2, d-f), and
at 17− 21 UT on 12/04 (case 4, g-i).

SOURCE: Produced by the author.

Figure 6.10 shows all the empirical DLL maps tested among the three events. The re-
sults from these three models also confirm that case 1 was the most active for radial
diffusion during storm time, and cases 2 and 4 got similar distributions of enhanced
DLL coefficients. The models estimate enhanced DLL & 100 [1/day], which pene-
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trates down to 4 ≤ L∗ < 5.5 in these events. It will be evaluated hereafter how these
properties in empirical DLL may explain the extent of the dropouts investigated.

6.3 Results of the simulated PhSD

6.3.1 Case study 1

The results of the phase space densities simulated for the DMHD
LL of case 1 (µ = 700

MeV/G) are shown in Figure 6.11(b), for the interval between 18 UT-03/26 and 6
UT-03/28. In this run, only hiss loss inside LPP and magnetopause shadowing losses
outside the LCDS have been considered. The same figure shows the Van Allen Probes
data (panel (a)) and the corresponding error of the simulated values in panel (c),
defined by the ratio PhSDMODEL/PhSDRBSP . In this calculation, PhSDMODEL

is interpolated to the L∗ location of each Van Allen Probe. It can be seen in (b)
that the model is capable of accurately reproducing the timing of dropouts and
enhancements, showing that the PhSD variations at geosynchronous orbit have a
great control on low-L∗ PhSD distributions, through radial diffusion (e.g., Brautigam
and Albert (2000)). However, the model is not fully capable of accounting for all the
losses down to L∗ = 4, which explains the increase of the ratios (relative error) to
∼ 5 or more around this region on 03/27 (panel (c)). Subsequently, the ratios are
reduced to ∼ 10−1, indicating an underestimation of the enhancements.

Still in Figure 6.11(c), it can be noted that the ratios at L∗ < 4 are those that
increased the most, reaching ∼ 10 since the start of the dropouts on 03/27. Such
an overestimation in PhSD within this region is a limitation of the model, related
to the cumulative effect of DLL over time. The analysis of ratios within this region
is discarded, focusing on the results from 4 ≤ L∗ ≤ 6. Specifically for these plots,
the effect of enhanced atmospheric loss by hiss in the storm main phase will not be
represented, since LPP of the three cases is eroded to below L∗ = 4 in this period.
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Figure 6.11 - Case 1: Comparison between observed and simulated PhSD distributions.

(a) Observed PhSD distributions of RBSP-A and RBSP-B as a function of time and L∗; (b)
map of the simulated PhSD distributions using DMHD

LL as input and hiss loss inside LPP ,
but without chorus loss outside LPP added (the LCDS data are overplotted in white); and
(c) the corresponding relative error of these simulated values along the probes’ L∗.

SOURCE: Produced by the author.

Figure 6.12 presents graphs of relative errors of all four simulation results obtained
for case 1, including those from MHD and from runs using the three empirical DLL

models. The ratios calculated from the PhSD data of RBSP-A are shown in the
top panels (a-b), and the ratios relative to the PhSD data of RBSP-B are shown
in the bottom panels (c-d). The L∗ location of the respective probe is also plotted
in these panels. In addition, panels (a) and (c) contain the results of runs that do
not consider chorus loss outside LPP , while panels (b) and (d) show ratios that do
consider chorus loss outside LPP .
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Figure 6.12 - Case 1: Analysis of relative errors in the simulated PhSD distributions (µ =
700 MeV/G and K = 0.08 REG1/2) of the four radial diffusion models, with
and without chorus loss considered outside LPP .

(a-b) Ratios relative to RBSP-A PhSD distributions and respective L∗ of calculations (a)
not considering chorus loss and (b) considering chorus loss outside LPP ; (c-d) Ratios rel-
ative to RBSP-B PhSD distributions and respective L∗ of calculations (c) not considering
chorus loss and (d) considering chorus loss outside LPP . Empirical DLL models: ALI (Ali
et al. (2016)), LIU (Liu et al. (2016)), and BA (Brautigam and Albert (2000)).

SOURCE: Produced by the author.

Despite the gap in L∗ affecting RBSP-A PhSD distributions on 03/27, it is noticed
in the results that do not consider chorus loss simulated in Figure 6.12(c) that the
run with DMHD

LL can overestimate PhSD during the dropout by up to a factor of
10 in case 1, as verified with RBSP-B. Apart from this interval on 03/27 with the
largest error in L∗ ∼ 5 of all DLL inputs (panel (c), after 12 UT), the different
results in panels (a) and (c) similarly show dropout-related overestimation in PhSD

143



by ratios that do not exceed 4. The panels (b) and (d) of this figure indicate that
the inclusion of chorus loss reduced the error for dropouts modeled with DMHD

LL on
03/27 to a maximum factor of ∼ 8, as seen in (d). The results from the empirical
DLL models show little change in the relative errors of the same period. From the
end of 03/27 until 03/29, the ratios in all panels become smaller than 1, indicating
that the enhancements are underestimated by the models and do not appear to be
affected by the inclusion of chorus loss, as shown in the panels (b) and (d).

6.3.2 Case study 2

The simulated phase space densities in Figure 6.13(b) were run with DMHD
LL from

case 2 (µ = 700 MeV/G) in the interval of 12 UT-11/20 to 0 UT-11/22. The loss
term included is due only to pitch angle scattering by hiss inside LPP , of minima
at L∗ = 3.5. It was previously shown in Figure 6.9(c) that the LCDS does not
reach Lmax = 6 during this event, so that magnetopause shadowing losses are
not expected for the runs related to case 2. Comparing the panels (a-b) of this
figure, it can be seen that the model is generally accurate to reproduce dropouts
and enhancements in the L∗ shells covered by the Van Allen Probes. In panel (c),
the low-amplitude ratios below ∼ 5 over this interval reveal that the model was more
accurate to represent the storm-time PhSD measured by the Van Allen Probes than
for case 1 (compare to Figure 6.11(c)).

It should be reminded that this is the event in which the dropout mainly involved
external drift shells, but that reached down to L∗ ∼ 4.5 on 11/21, as observed in
Figure 6.13(a). However, the model propagated losses only up to L∗ = 5.5 (see
panel (b)). This is the reason for the minor overestimation in PhSD around the
region between (4.5 ≤ L∗ ≤ 5) of RBSP-A and RBSP-B passes on 11/21 - panel
(c). In addition, the overestimations in L∗ < 3.5 are related to the limitation of the
model reported in case 1.
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Figure 6.13 - Case 2: Comparison between observed and simulated PhSD distributions.

Same as in Figure 6.11.

SOURCE: Produced by the author.

The results of the relative errors represented in Figure 6.14(a-d) corroborate the
previous analysis. They show that the errors in measured PhSD are very small for
the four radial diffusion models, with ratios not exceeding 2.5. Slightly increased
ratios in all models refer to the period of the dropout on 11/21 (see ∼ 12 UT in
the panels). The results of panels (b) and (d) demonstrate that the loss term due to
modeled electron lifetimes of a few days driven by chorus (shown in Figure 6.8(d))
did not produce any substantial effect for the PhSD distributions of this case.
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Figure 6.14 - Case 2: Analysis of relative errors in the simulated PhSD distributions (µ =
700 MeV/G and K = 0.08 REG1/2) of the four radial diffusion models, with
and without chorus loss considered outside LPP .

Same as in Figure 6.12.

SOURCE: Produced by the author.

6.3.3 Case study 4

Figure 6.15 shows the simulation results of case 4. The radial diffusion simulation
was run using the statistical DLL from Ali et al. (2016) as input, which allowed
evaluating the full interval from 0 UT-12/04 to 0 UT-12/07. Such as the measured
PhSD data shown in (a), the modeled PhSD distributions in (b) start at low levels
throughout the outer belt on 12/04, mainly within L∗ = 5.5. Around 17 UT-12/05,
losses are reproduced above the modeled LCDS (panel (b)), but they are too mild
compared to the major dropout observed in (a) that reaches L∗ ∼ 4. Because of
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this, the relative errors within this period suddenly increase by factors above ∼ 50
(see panel (c)). Later in panel (b), the enhancements to above prestorm values are
reproduced up to L∗ ∼ 4.5, although the model propagates them down to L∗ = 4 on
12/06. This causes the PhSD to be overestimated approaching L∗ = 4, as observed
in (c). Still in panel (c), it can be seen that the ratios from L∗ ∼ 3.5 are close to
1, but below this region the ratios peak again due to the limitation of the model to
simulate PhSD in such lower L∗ shells.

Figure 6.15 - Case 4: Comparison between observed and simulated PhSD distributions.

(a) Observed PhSD distributions of RBSP-A and RBSP-B as a function of time and L∗;
(b) map of the simulated PhSD distributions using empirical DLL from Ali et al. (2016)
as input, as well as hiss loss inside LPP , but without adding chorus loss outside LPP . The
LCDS data are overplotted in gray; and (c) corresponding relative error of these simulated
values presented along the probes L∗.

SOURCE: Produced by the author.

147



Figure 6.16 - Case 4: Analysis of relative errors in the simulated PhSD distributions (µ =
700 MeV/G and K = 0.08 REG1/2) of the three radial diffusion models, with
and without chorus loss considered outside LPP .

Same as in Figure 6.12.

SOURCE: Produced by the author.

Figure 6.16 shows the temporal distribution of the relative errors in the range of
4 ≤ L∗ ≤ 6 (in logarithmic scale), obtained from the results in PhSD, in addition to
those simulated with the DLL models of Brautigam and Albert (2000) and Liu et
al. (2016). It can be noted that the models are equivalent to reproduce the storm-
time PhSD data of RBSP-A and RBSP-B, as quantified by the ratios presented.
Furthermore, it can be seen in these graphs that the ratios are higher during the
dropout, after 12 UT-12/05 until ∼ 12 UT-12/06. As an example, RBSP-B ratios
reach a maximum of almost 100 at ∼ 0 UT-12/05 (panels (c-d)). These elevated
errors at first increase with L∗ at L∗ ≤ 5, which can also be seen in RBSP-A ratios
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(panels (a-b)). However, the errors then decrease with increasing L∗ within the same
region, which implies an overestimation of PhSD in lower L∗ by factors of around
10. Thereafter, from 12/05 to 12/07, the ratios remain in these values in response to
overestimation during the PhSD enhancements, as discussed for Figure 6.15. There
is a short period after 12 UT-12/05 (Figure 6.16(a-d)) that shows ratios as low as
10−1, indicating an underestimation of the PhSD at the beginning of its recovery.
Finally, the chorus loss outside LPP again has no meaningful effect on PhSD during
a less active event in terms of the Kp index (e.g., Figure 5.5).

6.4 Discussions

The calibration technique applied to GOES-15 PhSD data using extrapolated elec-
tron fluxes in three case studies allowed to evaluate, by means of radial diffusion
simulation, the dynamics of relativistic outer belt electrons (E < 2 MeV) with the
first invariant up to µ = 700 MeV/G. Specifically, case 1 is the event with the
strongest and deepest flux dropout dynamics compared to the dropout in case 2,
as it can be seen with REPT electron fluxes at 1.8 MeV and α = 90◦ (Figures
4.1(a) and 4.2(a)). Both dropouts are related to CIR passages with solar wind bulk
speed, density and dynamic pressure varying at similar maximum values (Figure
4.3, panels (c), (d), and (f), respectively). The results of the magnetopause subso-
lar location, calculated with the empirical model of Shue et al. (1998) and MHD
simulations, also showed similar values for the two events for the extension of the
magnetopause compression to ∼ 7RE or above (Figure 4.7). However, the analysis
of the event-specific LCDS at K = 0.08 REG

1/2 was determinant to distinguish the
extent of magnetopause shadowing losses for near-equatorially mirroring electrons
in both cases (Figure 6.9(a-b)). It was found that in case 1 the LCDS decreases up
to L∗ ∼ 5.5 during the storm main phase, while the minimum LCDS value in case
2 does not reach L∗ = 6 in the same phase. In case 4, the main phase dropout is
concomitant with the time that the LCDS reaches L∗ < 5.5 (Figure 6.9(c)).

These results are consistent with the scenario presented by Olifer et al. (2018) in
which the LCDS is found much closer to the outer radiation belt than predicted
by models of the magnetopause standoff distance, inducing rapid losses that reach
L = 4 − 5 through outward radial diffusion mediated by ULF waves. These same
authors showed evidence of rapid losses during four moderate to intense magnetic
storms, on timescales of up to ∼ 2 hours. It was found that such events had ex-
cursions of the LCDS to L∗ < 5 that were highly correlated with flux dropouts
observed at the GPS orbit (L∗ & 4). Xiang et al. (2018) investigated the depen-
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dence of these loss processes on µ, K and L∗ in a statistical study. They found that
outward radial diffusion combined with magnetopause shadowing generates larger
dropouts than EMIC wave scattering at L∗ > 4.5, and also cover a wider range of
µ and K populations compared to lower L∗ shells, including our chosen value of
µ = 700 MeV/G. Moreover, many numerical studies have also attempted to model
magnetopause shadowing losses and outward diffusion having the LCDS as a con-
straint and successfully shed light on the role of these mechanisms in radiation belt
dropouts (FEI et al., 2006; YU et al., 2013; CASTILLO et al., 2019; TU et al., 2019).

Regarding the radial diffusion simulations carried out here for the three case stud-
ies, it was obtained that the simulations resolved dropouts and enhancements in the
outer belt consistently with observations along the Van Allen Probes’ trajectories,
although case 4 is the event with least accurate results for the dropouts. In this
case, the radial diffusion runs using the empirical DLL models of Brautigam and
Albert (2000), Liu et al. (2016) and Ali et al. (2016), and a variable outer bound-
ary condition fixed at Lmax = 6, only reproduced the magnetopause shadowing
losses defined above the LCDS, as seen in Figure 6.15(b). Consequently, the effect of
outward radial diffusion that drives losses inside the geosynchronous orbit was not
enough to model the dynamics of this dropout both outside and inside L∗ = 4. This
limitation was quantified by the significant relative errors of up to 100 in both Van
Allen Probes’ PhSD observations, occurring especially during the shadowing loss
at the end of 12/04 (Figure 6.16). It was found that the time distribution of these
errors is notably equivalent among the three DLL models, which were shown to be
all moderately accurate (i.e., R2 ∼ 0.70) to reproduce features of the storm-time
DOBS
LL .

Figure 6.17 is introduced to explain the origin of the major errors in the simulated
PhSD distributions under dropout for case 4. It is convenient to separate the analysis
of this figure in two intervals spanning the dropout dynamics: interval (1) from 18
UT-12/04 to 0 UT-12/05, and interval (2) from 0 to 6 UT-12/05. The color-coded
data fixed at L∗ = 6 represent the outer boundary conditions built on the calibrated
PhSD data of GOES-15 at µ = 700 MeV/G, used in all radial diffusion runs of case
4. The gray curve shows the actual L∗ values of GOES-15. Below this curve are
measurements from the Van Allen Probes A and B. Thus, the interval (1) marks the
period of the main phase dropout, from 17 to 21 UT (12/04), as shown in the PhSD
data of the three probes (RBSP-A, RBSP-B, and GOES-15 (see at L∗ = 6)). During
this interval, the real-time L∗ value of GOES-15 drops to below 5. Hence, it seems
unrealistic to make the approximation L∗ = 6 for the GOES-15’s L∗ during this
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period, which may be the explanation for the high overestimation of PhSD under
the magnetopause shadowing losses shown in Figure 6.15(c). That is, by setting
the instantaneous PhSD of GOES-15 measured as further as L∗ = 4.9 at L∗ = 6,
a much faster DLL model than those tested would be necessary to propagate the
losses inwards so that they could reach L∗ ∼ 4.9 or less, which is where both Van
Allen Probes stand.

Figure 6.17 - Concurrent observations during case 4 of PhSD (µ = 700 MeV/G, K =
0.08 REG1/2) from the Van Allen Probes along their L∗ locations, and from
GOES-15 fixed at the outer boundary (Lmax = 6), together with the actual
curve (gray) of L∗ values at the geosynchronous orbit.

Interval (1): The L∗ value at GOES-15 (in gray) drops to 4.9, so the approximation for
the outer boundary fixed at L∗ = 6 may not be valid to model the dropout. Interval
(2): Energetic electron injections start at ∼ 1 UT on December 5, giving rise to an
external source of PhSD at the outer boundary. The radial diffusion models simulate
enhancements in PhSD down to L∗ = 4 − 4.5 as a result of inward diffusion (see during
0 − 6 UT on 12/05 in Figure 6.15(b)). Both described mechanisms operated to highly
overestimate the simulated phase space densities during the dropout dynamics of case 4
seen by the Van Allen Probes A and B.

SOURCE: Produced by the author.
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On the other hand, the interval (2) from 0 to 6 UT (12/05) in Figure 6.17 highlights
the effect of substorm injections in the dropout simulation. The green arrow indicates
the onset time (∼ 1 UT) of energetic electron injections from a source in the plasma
sheet (e.g., Turner et al. (2014)), identified with the PhSD observations of Figure
6.7(c). Note in Figure 6.17 that during interval (2), the L∗ of GOES-15 is recovering
towards L∗ ∼ 5.5. The obvious consequence of the injections for radial diffusion
runs is the generation of an external source in the relativistic electron PhSD set
at the outer boundary. As a result, the studied radial diffusion models acted as an
acceleration mechanism in such a way that the PhSD enhancements were driven
inward, as indicated by the black arrow. Meanwhile, the Van Allen Probes detectors
still measured dropouts in this period, as seen through the inbound pass of RBSP-B.
Subsequently, RBSP-A outbound starting at ∼ 3 UT remained observing dropouts
until it reached L∗ ∼ 4.8, where the probe measured an enhancement in PhSD, likely
driven inward via radial diffusion or locally activated by wave-particle interactions
(e.g., with VLF chorus waves (BAKER et al., 2018; BOYD et al., 2018)). Thus, it
will be assumed in this work that during interval (2) the inward radial diffusion,
associated with a source in the outer boundary from the substorm injections at the
geosynchronous orbit, caused an overestimation of the simulated PhSD distributions
at the Van Allen Probes orbit. As a consequence, the effects of the dropout actually
measured by these probes were minimized.

Also, as the Van Allen Probes did not observe enhanced PhSD at lower L∗ con-
comitant with the injections’ onset time in Figure 6.17, it is interpreted that such
substorm injections were localized and only produced enhancements of PhSD at the
site to which GOES-15 was traveling. Figure 6.18 shows the location of RBSP-A,
RBSP-B and GOES-15 in the SM X-Y plane during the interval (2) on 12/05. At
that time, GOES-15 was orbiting the dusk sector (in red), while RBSP-A (blue) and
RBSP-B (black) were mostly in the prenoon sector. Thus, at ∼ 1 UT the injections
started to occur roughly on the dusk side. In the mean time, RBSP-B was slowly
starting the inbound pass towards noon, but still far from the locus of the injec-
tions. RBSP-A moved faster through its perigee, and finally observed the recovery
in PhSD due to the injections (discussed previously) when it passed by its apogee
of larger L∗.
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Figure 6.18 - Location in the SM equatorial plane of the Van Allen Probes and GOES-15
during interval (2) on December 5, 2017 - case 4.

GOES-15 starts to see the injections at ∼ 1 UT on the dusk side. RBSP-A (blue) leads
RBSP-B (black).

SOURCE: NASA/SPDF (2021).

Due to these issues that affect the simulation results of case 4, the proposal to model
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this dropout and discuss the accuracy of the empirical DLL models with storm-time
DOBS
LL could not be achieved. However, this case can be discussed considering the

modeled enhancements, which reproduced the observations well down to L∗ = 4.5
from the end of 12/05 (∼ 21 UT) until 12/07, but only partially before 21 UT
on 12/05 (see Figure 6.15). An additional source term due to local heating should
be required to examine all sources of enhancements during this case (BRAUTIGAM;

ALBERT, 2000; LI et al., 2014b).

Due to these limitations to study case 4, the focus from now on is to discuss the
results obtained by modeling the distinct dropout patterns during the storm time
of cases 1 and 2, based on physical quantification of DLL. Considering ULF wave-
driven radial diffusion, this thesis demonstrated that case 1 was more active than
case 2 (e.g., pairs of Figures 4.9-4.10 and Figures 4.13-4.14). Thus, the radial diffusion
simulations of case 1 (Figure 6.11(b)) and case 2 (Figure 6.13(b)) using event-specific
DMHD
LL and variable outer boundary condition at Lmax = 6 reproduced the main

phase dropouts concurrent with the inward motion of the LCDS. As in case 2 the
LCDS is above Lmax = 6 over the entire analyzed interval, the simulated dropouts
were driven by losses at geosynchronous orbit propagated to low L∗ through the
storm-time DLL (e.g., Brautigam and Albert (2000), Shprits et al. (2006)). The
same effect produced additional losses by outward diffusion in case 1 through the
large DLL associated with this event.

On the other hand, RBSP-A and RBSP-B measured losses in PhSD as deep as
L∗ = 4 in case 1 (Figure 6.11(a)), while these losses reached L∗ ∼ 5 in case 2
(Figure 6.13(a)). Meanwhile, RBSP-B observed peaked storm-time DOBS

LL at these
depths (Figures 4.13(c) and 4.14(c)). However, both radial diffusion simulations
overestimated the PhSD under dropout, around these respective regions, by factors
up to 10 in case 1 (Figure 6.12) and up to 2.5 in case 2 (Figure 6.14). Considering
that DMHD

LL of case 1 underestimates DOBS
LL from in-situ ULF waves by up to 3 orders

of magnitude during the storm (Figure 4.15, right-bottom panel), within L = 6, it
is likely that most of the error in PhSD simulated for this dropout is due to the
amount of error contained in DMHD

LL . In this case, smaller DLL values modeled for
the inner magnetosphere would produce less loss by outward diffusion at lower L∗

shells, such as simulated with DMHD
LL . Furthermore, the coefficients of determination

(R2) derived between DMHD
LL and DOBS

LL are equivalent to 0.319 for case 1 and 0.555
for case 2. Therefore, the error of the simulated PhSD distributions under dropout
could be also interpreted in terms of the correspondence of DMHD

LL with DOBS
LL .

It follows that the dropout of case 2 was better reproduced because its DMHD
LL is
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more accurate with DOBS
LL than what happens between DMHD

LL and DOBS
LL of case

1. In support of this interpretation, it can be noted that the chorus loss modeled
with Shprits et al. (2007) was too slow for these events, so that the correction in
the simulation errors is fairly low (Figures 6.12 and 6.14). The simulation results
obtained with the DLL models of Brautigam and Albert (2000), Ali et al. (2016) and
Liu et al. (2016), which proved to be equivalent in reproducing storm-time DOBS

LL ,
confirm these findings for our cases 1 and 2.

In summary, the simulation results of the two cases indicate that magnetopause
shadowing and outward radial diffusion are likely the main loss mechanisms for
these dropouts, because EMIC-wave scattering (which is the other usual dominant
loss mechanism for radiation belt electrons) is not expected to play a significant
role in electron populations in the chosen µ and K regimes (e.g., Shprits et al.
(2017), Xiang et al. (2018)). Consequently, although some level of inaccuracy of the
simulated dropouts may arise from inaccurate electron lifetime parameterizations
considered for the pitch angle scattering by whistler waves, it was demonstrated
that the errors generated in PhSD under dropout are mainly related to errors in the
modeled DLL, either empirically or through global MHD. This result corroborates
what was speculated by Murphy et al. (2016) and Olifer et al. (2019), who argued
that accurately resolved storm-time DLL should be required to properly model the
outer radiation belt dynamics.

In this way, results of DMHD
LL were shown to mainly underestimate DOBS

LL through
storm time, especially for case 1 (Figures 4.15 and 4.17). Validations of the MHD
fields and the corresponding ULF wave power at the geosynchronous orbit and across
several RE demonstrated that underestimations in Bz, influencing underestimations
of DB

LL from MHD, have a source region on the nightside magnetosphere. It was
speculated that the related substorm activity of the events could not be resolved
in the time and spatial resolutions set for the MHD simulations. Conversely, under-
estimates of Eφ fluctuations generating underestimations in DE

LL from MHD were
either observed on the night side (case 1) and on the dayside (case 2). As discussed
by Tu et al. (2012) to explain such underestimations in Eφ from MHD, the wave
power in this field component may have been modeled at slightly different locations
than the comparing probes’ orbit, i.e., THEMIS or RBSP-B, since the same wave
power is believed to be very localized.

In the case of empirical DLL models based on Kp index, the more active geomag-
netic conditions associated with greater in-situ ULF wave activity lead to a poor
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representation of the storm-time DLL coefficients, and vice versa, which explains
why the dropout of case 2 with Kpmax = 50 is better simulated than the dropout
of case 1 with Kpmax = 6+. As suggested by Murphy et al. (2016), these more dis-
turbed conditions induce a greater variability of storm-time diffusion rates with L
shell, so that empirical models can underestimate or overestimate DLL during the
storm phases.

Another important limitation of the radial diffusion simulations to be considered in
relation to the modeled dropouts is the time-dependent outer boundary condition
made fixed at Lmax = 6, when in reality this condition should be also dynamic in
L∗, according to the actual locations of GOES-15 (e.g., Li et al. (2014a)). This was
critical to simulate the interval of the magnetopause shadowing loss in case 4, and
likely during the same period in cases 1 and 2. It was observed in previous Figures
6.3, A.8, and A.9 that the GOES-15’s L∗ location highly changes from L∗ = 6
throughout the storm phases in each case, especially in the main phase when it
decreases ∼ 1RE, following the expansion of the drift shells. Perhaps, using the
dynamic conditions derived from the calibrated PhSD of GOES-15 at its proper L∗

values should reduce uncertainties in the modeled dropouts arising from the irregular
mapping in L∗ of these conditions, such as pointed out for interval (1) in case 4.
In this situation, the outer boundary could be set at a larger Lmax with a fixed
condition that assumes the absence of outer belt electrons above the LCDS, for
comparison with the current results obtained for Lmax = 6. The implementation of
these new settings for the radial diffusion simulations will be a step forward in the
analysis of these case studies.
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7 CONCLUSIONS

This work investigated and quantified ULF wave-driven radial diffusion for flux
dropouts of relativistic electrons (energies < 2 MeV) in the Earth’s outer radiation
belt during small to moderate magnetic storms of the descending phase of the solar
cycle 24. Three cases were selected within the period 2016 − 2018, for which flux
dropouts in MeV energies were sampled from simultaneous observations of NASA’s
Van Allen Probes (RBSP-A and RBSP-B). Although two of these CIR events had
very similar solar wind maximum parameters, one of them resulted in a stronger
and deeper dropout (case 1) than the other event (case 2). It was also observed that
the geomagnetic activity during the strongest dropout event specified by the Dst,
AE and Kp indices, also exceeded those observed during the weakest dropout event.
The main motivation of this thesis was then to resolve the dynamics in the inner
magnetosphere that would have led so similar solar wind structures to drive distinct
patterns of flux dropouts in the outer belt.

The MHD simulations carried out for these two cases allowed the calculation of an-
alytical DLL coefficients within the range 3 < L < 9. In both cases, regardless of the
µ analyzed, DE

LL dominates the result of DMHD
LL (total), especially when the modeled

magnetopause is more compressed to ∼ 8RE. Most importantly, the intensities of
DMHD
LL are 1−2 orders of magnitude higher in case 1 than in case 2 at L > 6 during

storm time. Additionally, in-situ rates (DOBS
LL ) from ULF wave power observed by

RBSP-B and THEMIS probes validated these results of DMHD
LL , besides showing en-

hancements in the DLL rates concomitant with both Van Allen Probes observations
of the dropout at each event. As far as I know, this is a remarkable record because
it has not yet been reported elsewhere. Previous works have commonly provided
ULF wave observations to indirectly investigate the contribution of the outward ra-
dial diffusion mechanism in dropouts (e.g., Ukhorskiy et al. (2009) and Turner et
al. (2012b)). On the other hand, in this work, in-situ radial diffusion coefficients
were effectively quantified along the probes’ trajectories, assuming m = 1 for the
drift-resonance condition.

Using the TS04 magnetic field model of the magnetosphere, the magnetopause shad-
owing loss of trapped electrons with K = 0.08 REG

1/2 was investigated for the two
chosen events by computing the LCDS. The minimum LCDS observed was 0.5RE

deeper in case 1 than in case 2 during the storm main phase, which characterizes a
greater effect of losses to the magnetopause in case 1. The radial diffusion simula-
tions performed for both the cases were effective in reproducing this pattern during
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the dropout intervals, enhanced by outward radial diffusion. Therefore, the observed
losses to L∗ = 4 were partially resolved by the simulation for case 1, while the losses
to L∗ ∼ 4.5 were almost fully resolved in case 2. Based on the comparisons and
correlation analysis between DMHD

LL and DOBS
LL , it was interpreted that uncertainties

in DMHD
LL are the main cause of uncertainties in the simulated dropouts, with case

1 being the most affected event. Other correlation analyses involving empirical DLL

models and DOBS
LL results in two additional cases were also considered and demon-

strated that this occurs because the empirical estimates based on the Kp index are
less accurate during more active geomagnetic conditions, as observed in case 1.

Overall, the findings of this thesis on the role of storm-time radial diffusion for the
dropout of relativistic electrons in the two studied cases are important because they
apply to the scenario of small to moderate geomagnetic storms driven by CIRs,
which is common to happen during the declining phase of solar cycles that lasts
∼ 2 − 3 years. The simulation results indicate that the dropout dynamics of rela-
tivistic populations trapped near the magnetic equator are well represented by radial
diffusion modeling and that scattering loss by whistler-mode chorus and hiss waves
generally contributes less to main phase dropouts. Hence, it can be inferred that
outer belt electrons under such conditions of trapping in the inner magnetosphere
are mainly subjected to main phase dropouts driven by losses through the mag-
netopause during CIRs passages, as already recognized, for instance, by Morley et
al. (2010) and Turner et al. (2012b). Besides, it is interesting to notice that small
differences in the solar wind parameters within CIRs, at least in those that control
the dynamic pressure (Dp = (2/106) ·N ·V 2), are capable of impacting the outer belt
in a totally different manner in terms of dropouts. With due caution considering the
limitation imposed by the small number of events analyzed here, the results of this
study suggest that the proper quantification of DLL and the behavior of the LCDS
are fundamental and perhaps sufficient to describe the dropout dynamics in events
related to CIRs, during the main phase of small to moderate geomagnetic storms.
Obviously, similar analyses for a larger number of events will be necessary to prove
this preliminary interpretation.

Based on the results of 1D simulation for the case studies associated with CIRs, the
main conclusions of this thesis can be summarized as follows:

• Case 1 had deeper and stronger flux dropouts of relativistic electrons on
27 March 2017, dominated by magnetopause shadowing combined with
outward radial diffusion, because of the greater inward motion of the LCDS
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than in case 2 (0.5RE deeper) and associated intensification of DMHD
LL

throughout the storm time;

• Case 2 had comparatively minor flux dropouts of relativistic electrons on
21 November 2017, dominated by outward diffusion driven by losses at
geosynchronous orbit;

• Case 4 had flux dropouts of relativistic electrons on 04 − 05 December
2017, poorly determined with the radial diffusion runs due to (1) an unre-
alistic approximation of GOES-15’s L∗ at the outer boundary during the
time of the main magnetopause shadowing losses and (2) effects of local-
ized energetic electron injections in the dynamic condition of the outer
boundary;

• Using modeledDLL (either empirical or fromMHD simulation) comparable
to in-situDOBS

LL enhances the agreement of electron phase space densities in
radial diffusion simulations with observed data. This is most easily achieved
when handling events with less disturbed geomagnetic conditions;

• However, the performance of the DLL empirical models by Brautigam and
Albert (2000), Ali et al. (2016), and Liu et al. (2016) is found to be pretty
much the same in reproducing the variability of in-situ DOBS

LL of relativistic
electrons in case studies, regardless of the geomagnetic conditions. As such,
those models can be considered also equivalent to simulate phase space
density distributions in the outer electron radiation belt.

The recommendations of this thesis for future work include:

• Explore the CIR events from the catalog (Table B.1) and, as a suggestion,
to carry out a study focused on the role of loss mechanisms that lead to
outer belt electron precipitation (not investigated here through observa-
tions), by taking advantage of the Van Allen Probes dataset and other
recent missions.

• Make, for the radial diffusion simulation of events, a condition with GOES-
15’s calibrated PhSD also dynamic in L∗ instead of inserting it fixed at
Lmax = 6, and by having the outer boundary at a larger Lmax value;

• Use the corrected electron fluxes available for MagEIS (in the Van Allen
Probes) in order to obtain PhSD data less affected by background contam-
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ination in the radiation zones. This will require the GOES-15’s PhSD data
to be recalibrated for use in new radial diffusion runs.
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APPENDIX A - FIGURES

Figure A.1 - Case 1: DLL from MHD simulation for µ = 700 MeV/G.

SOURCE: Produced by the author.
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Figure A.2 - Case 1: DLL from MHD simulation for µ = 2083 MeV/G.

SOURCE: Produced by the author.
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Figure A.3 - Case 2: DLL from MHD simulation for µ = 700 MeV/G.

SOURCE: Produced by the author.
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Figure A.4 - Case 2: DLL from MHD simulation for µ = 2083 MeV/G.

SOURCE: Produced by the author.
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Figure A.5 - Case 1: Direct comparisons and respective ratios involving total DLL rates interpolated from MHD simulation and taken from
observations, computed for µ = 700, 1318, and 2083 MeV/G.

Panels from the same row in these subplots show, respectively, results of DOBS
LL , DMHD

LL , and ratios of DOBS
LL /DMHD

LL at fixed µ.
SOURCE: Produced by the author.
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Figure A.6 - Case 2: Direct comparisons and respective ratios involving total DLL rates interpolated from MHD simulation and taken from
observations, computed for µ = 700, 1318, and 2083 MeV/G.

Panels from the same row in these subplots show, respectively, results of DOBS
LL , DMHD

LL , and ratios of DOBS
LL /DMHD

LL at fixed µ.
SOURCE: Produced by the author.
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Figure A.7 - Case study 4: Observations by Van Allen Probes (RBSP-A and RBSP-B),
ACE and of the geomagnetic indices from December 4 through December 8,
2017.

(a) Temporal and radial distribution of electron fluxes measured by the REPT instrument
onboard the Van Allen Probes, at 1.8 MeV and 90◦ local pitch angle. (b-e) Solar wind
velocity, density, IMF-Bz component and dynamic pressure, characterizing the full
passing of the CIR and the HSS. (f-h) Changes in the magnetopause location (RMP ) and
in the geomagnetic indices SYM-H and AE.

SOURCE: Produced by the author.
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Figure A.8 - RBSP-A, RBSP-B, and GOES-15 observations of phase space density during
case 2.

PhSD is plotted along the probes’ L∗ data calculated with the TS04 model. The PhSD
data from GOES-15 shown is not calibrated. .

SOURCE: Produced by the author.
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Figure A.9 - RBSP-A, RBSP-B, and GOES-15 observations of phase space density during
case 4.

PhSD is plotted along the probes’ L∗ data calculated with the TS04 model. The PhSD
data from GOES-15 shown is not calibrated. .

SOURCE: Produced by the author.
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Figure A.10 - Case 1: Radial profiles of PhSD for µ = 700 MeV/G, from an outbound pass
of RBSP-A on 03/26 together with the calibrated estimate from GOES-15
at the conjunction (L∗ ∼ 6 and ∆L∗ = 0.09).

The L∗-conjunction occurred at ∼ 15 UT.

SOURCE: Produced by the author.
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APPENDIX B - TABLE

Table B.1 - Catalog listing the recurrence periods of 11 CIRs identified through August
2016 to May 2018, and information on the associated HSS and coronal hole of
origin.

CIRs CH number CH’s Earth facing interval
HSS

Passage

CIR1

838 28.11.2017− 01.12.2017 30.11.2017
843 20.12.2017− 23.12.2017 24.12.2017
848 16.01.2018− 20.012018 21.01.2018
851 12.02.2018− 17.02.2018 16.02.2018
857 10.03.2018− 15.03.2018 14.03.2018
860 06.04.2018− 11.04.2018 09.04.2018
863 02.05.2018− 07.05.2018 05.05.2018

CIR2

824 10.09.2017− 14.09.2017 14.09.2017
828 07.10.2017− 10.10.2017 10.10.2017
834 03.11.2017− 06.11.2017 07.11.2017
839 01.12.2017− 03.12.2017 04.12.2017

CIR3

818 31.07.2017− 05.08.2017 04.08.2017
822 28.08.2017− 01.09.2017 31.08.2017
826 23.09.2017− 26.09.2017 27.09.2017
831 20.10.2017− 23.10.2017 24.10.2017
837 16.11.2017− 18.11.2017 20.11.2017
842 13.12.2017− 15.12.2017 16.12.2017
847 09.01.2018− 10.01.2018 13.01.2018

CIR4
825 20.09.2017− 21.09.2017 24.09.2017
830 17.10.2017− 18.10.2017 21.10.2017
836 13.11.2017− 14.11.2017 15.11.2017

CIR5
827 01.10.2017− 03.10.2017 04.10.2017
833 29.10.2017− 31.10.2017 02.11.2017

CIR6
804 16.05.2017− 18.05.2017 19.05.2017
808 14.06.2017− 15.06.2017 16.06.2017

CIR7

756 20.08.2016− 21.08.2016 22.08.2016
777 05.12.2016− 09.12.2016 07.12.2016
782 01.01.2017− 03.01.2017 03.01.2017
788 28.01.2017− 31.01.2017 30.01.2017
792 25.02.2017− 28.02.2017 01.03.2017
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Table B.1 - continuation

CIRs CH number CH’s Earth facing interval
HSS

Passage
798 24.03.2017− 29.03.2017 27.03.2017

CIR8

781 27.12.2016− 29.12.2016 31.12.2016
787 23.01.2017− 25.01.2017 26.01.2017
791 19.02.2017− 21.02.2017 23.02.2017
797 18.03.2017− 21.03.2017 21.03.2017
801 13.04.2017− 16.04.2017 18.04.2017
803 12.05.2017− 13.05.2017 15.05.2017

CIR9

769 23.10.2016− 27.10.2016 25.10.2016
774 20.11.2016− 22.11.2016 24.11.2016
780 17.12.2016− 22.12.2016 21.12.2016
786 16.01.2017− 19.01.2017 18.01.2017
790 12.02.2017− 17.02.2017 16.02.2017

CIR10
746 04.07.2016− 11.07.2016 12.07.2016
753 30.07.2017− 07.08.2016 09.08.2016

CIR11
757 26.08.2016− 27.08.2016 01.09.2016
763 22.09.2016− 23.09.2016 26.09.2016

CH = Coronal hole; Date format = dd.mm.yyyy; CH number as given by Solen.info
(http://www.solen.info/solar/coronal_holes.html) and HSS passage as cataloged
by DONKI-NASA (https://kauai.ccmc.gsfc.nasa.gov/DONKI/search/). Signatures
of each recurrence of the CIRs in solar wind data can be observed around the day in-
dicated for the corresponding HSS passage. The recurrence dates of listed HSS/CIRs are
shown from the start of notification of the long-lived CHs. In blue are the events
selected for investigation of dropouts with radial diffusion modeling.

SOURCE: Produced by the author.

190

http://www.solen.info/solar/coronal_holes.html
https://kauai.ccmc.gsfc.nasa.gov/DONKI/search/

	COVER
	VERSUS
	TITLE PAGE
	INDEX CARD
	APPROVAL TERM
	EPIGRAPHY
	DEDICATORY
	ACKNOWLEDGEMENTS
	ABSTRACT
	RESUMO
	LIST OF FIGURES
	LIST OF TABLES
	LIST OF ABBREVIATIONS
	LIST OF SYMBOLS
	CONTENTS
	1 INTRODUCTION
	2 BACKGROUND OF THE STUDY
	2.1 The Magnetosphere
	2.1.1 Empirical models of the magnetosphere
	2.1.1.1 Plasmapause location model
	2.1.1.2 Magnetopause subsolar location model
	2.1.1.3 The TS04 magnetosphere model

	2.1.2 ULF waves

	2.2 The Van Allen radiation belts
	2.2.1 Adiabatic motion in the Van Allen belts
	2.2.2 Relativistic electron diffusion and dynamics
	2.2.2.1 Causes of flux dropouts

	2.2.3 Quantifying ULF wave-driven radial diffusion
	2.2.3.1 Empirical and statistical models of DLL



	3 DATA AND METHODOLOGY
	3.1 Data assets
	3.1.1 CIRs and related solar wind data
	3.1.2 Particle flux measurements
	3.1.2.1 Van Allen Probes A and B
	3.1.2.2 GOES spacecraft


	3.2 Methods for data analysis
	3.2.1 Transformation of observed electron flux to phase space density
	3.2.1.1 Error estimates

	3.2.2 ULF waves in field aligned coordinates

	3.3 1D radial diffusion simulation
	3.3.1 Simulation inputs
	3.3.1.1 Calculation of Last closed drift shell
	3.3.1.2 Empirical models of electron lifetimes constrained by LPP



	4 RADIAL DIFFUSION COEFFICIENTS THROUGH MHD SIMULATION VALIDATED BY OBSERVATIONS
	4.1 Events overview
	4.1.1 Observations of ULF wave activity

	4.2 Runs on SWMF/BATS-R-US
	4.2.1 Location of the magnetopause nose calculated with BATS-R-US
	4.2.2 Calculation of DLL coefficients from the global MHD fields
	4.2.2.1 Similar approach to derive DLL from in-situ fields
	4.2.2.2 Electron drift-resonant frequencies and energies


	4.3 Results and comparisons
	4.4 Validations of simulated ULF wave power
	4.4.1 Single point comparisons
	4.4.2 Equatorial view in L and MLT


	5 ON THE CORRESPONDENCE OF EMPIRICAL DLL MODELS AND OBSERVATIONS IN CASE STUDIES
	5.1 Events overview
	5.1.1 Observations of ULF waves at space

	5.2 Results and comparisons

	6 RESULTS FROM RADIAL DIFFUSION MODELING
	6.1 Phase space density observations
	6.1.1 Cross-calibration analysis

	6.2 Results of the simulation inputs
	6.2.1 Outer boundary condition
	6.2.2 Modeled electron lifetimes and constraints
	6.2.3 Empirical DLL

	6.3 Results of the simulated PhSD
	6.3.1 Case study 1
	6.3.2 Case study 2
	6.3.3 Case study 4

	6.4 Discussions

	7 CONCLUSIONS
	REFERENCES
	 APPENDIX A - FIGURES
	 APPENDIX B - TABLE

