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Resumo

A aplicacdo do conceito de vorticidade potenciakdel (VPE) as investigacdes dos processos cliwgti
na atmosfera da terra dirigidos pelas fontes d& esahtrito esté4 sendo discutida. Uma liberdaddduorental
disponivel na definicdo geral de VPE, que consiatescolha arbitraria da funcdo da temperaturanpieie
pode ser usada para chegar na modificacdo de ViREa@ do tempo de mudanga minima nha quantidade
total de substéncia de vorticidade potencial (arg@ade vorticidade”) acumulada no hemisfério da
atmosfera. Essa VPE “modificada da melhor mangigatiaqui por diante) € representada como “uma
variavel lenta do clima”. Dentro deste ponto deayibaseado no uso da caracteristica meteorolqg&ao
considerados dois regimes ideais atmosféricos. i@epo regime é associado com FDP (a Fungao de
Densidade da Probabilidade) dele forma exponencial. O segundo regime é caraatiyipela reparticao
igual da massa de ar entrealores. Os estados reais do sistema atmosféeiaiirda estdo compreendidos
entre estes dois regimes limitados (geralmente p&it® do primeiro) e sua dinAmica pode ser expdass
nos termos da proximidade relativa a cada um desggsies. A abordagem proposta tem um potencial de
grande reducdo do numero dos graus de liberdaglearfiente necesséarios, nos modelos de clima. Uma
dificuldade conceitual central sobre a maneira etmmstrucdo de-distribuicdo geografica, baseada no
conhecimento de sua FDP, é discutida e os exerdplosodelo de tal reconstrucdo sdo dados. Baseando-s
na analise global da série dos dados, os exemplosrdo esta abordagem estatistica na base dedanigc
potencialg pode ser aplicada para descricdo da variabilidiaddtica da atmosfera nas escalas intra- e inter-
anuais, sdo dados.

INTRODUCTION

The atmosphere-ocean climate system can be deddoypesquations which result from
fundamental principles of mass, momentum and enamgyservation. In addition to these
principles, the atmospheric and oceanic flows obegeneral Ertel's potential vorticity (EPV)
theorem (Ertel 1942).

In the atmospheric context, the broad area of ERli@ation covers theoretical
investigations, diagnosis, analysis and modellirigtropospheric and stratospheric dynamical
processes (e.g., Hoskins et al. 1985; KurganskyTatdrskaya 1987; Holton et al. 1995). Far less
frequently, EPV is considered an indicator of atpiasic long-term, climate processes, although a
few appealing attempts to apply ‘PV-thinking’ inetlclimate theory have to be mentioned (e.g.,
Koshyk and McFarlane 1996; Kirk-Davidoff and Lindz2000.).

The well-known freedom available in the generalidedbn of EPV, namely that the
potential temperature (PT) entering Ertel's potntorticity may be replaced by any monotonic
function x of PT without loss of material conservation prapemeans that under adiabatic and
frictionless approximation no particular PV mod#ion has greater fundamental physical
significance than any other. Although they can hsome advantages for visualisation of large-
scale processes in the troposphere and stratosfpegansky and Tatarskaya 1987; Lait 1994).

The situation basically changes when both diablagating and frictional forcing are
important, as it is common in the climate probledere, the existing arbitrariness in EPV
definition can be used to arrive at an ‘optimal’ dification of potential vorticity that minimises
the time rate of change in the total amount of ipixdé vorticity substance (the ‘vorticity charge’)
accumulated in the hemispheric atmosphere. In siichmstances, there is some sort of balance,



or nearly cancellation (in an integrated, averagess) between frictional and diabatic PV forcing.
This ‘optimally modified” EPV (MPV, or alternativglg, hereafter) examples a ‘slow climate
variable’ owned regular statistical properties, egnits probability density function (PDF) is fair

close to a reference exponential PDF, as shownraalhy by Kurgansky and Prikazchikov

(1994), who used 1979-1980 First Global GARP Expernt (FGGE) data, and by Kurgansky
and Pisnichenko (2000), who calculated monthly-mieBxrs ofq for 1980-89 European Centre

for Medium Weather Forecasts (ECMWF) data.

METHODS AND DATA

Principal equations.

Following Obukhov (1964) we takg(©)=—p*(©)/g, wherep* is a reference pressure
depended upon potential temperat@e and g is the gravity acceleration, and apply the term
“potential vorticity” to the quantity

a=p"zm(x©)=p zm(-p'(©)/g), (1)
having an order of magnitude of the Coriolis paremngL0* s?). Here,p is the density and is the
absolute vorticity. For thp* we use the function

p’ = A-BOanY{c(@-0,). (2)

Here,A, B, C and®, are some constants.
From ( 1) it follows that the integral

Z, :Jqupdv = jJJ[z (- p’ (©)/g)ldV

taken over the volum¥ of the atmosphere becomes the well-defined figitantity and is named
the “atmospheric vortex charge”, which stressesm@alogy with the electric charge conservation
law in electrodynamics. Whevi contains the hemispheric portion of the atmospbersarrives at
the atmospheric vortex charge either over the MonttHemisphereZyy or over the Southern
HemispheraZgH, such thaZa= Zyut+ Zsn.

Dynamical fundamentals

Under the influence of diabatic heati and frictional forced= the potential vorticityq
transforms according to the equation (e.g. Haynds\cintyre 1990)

a=p [z Wy +0ymxF], (3)
where a dot above variables denotes the matemaldierivative. Equation (3) keeps its form under
the transformationy=x =®(x), g=q =®'q, ® being an arbitrary function.Isoscalar surfaces
g=constand y=constdivide the atmosphere int@,(x) solenoids, along which air masses flow
during adiabatic and frictionless processes. It slasvn in Kurgansky and Pisnichenko (2000) that
a unique choice gf exists, when air mass contained in an infinitbip tand quasi-zonally oriented
(g, x)-solenoid is nearly preserved in diabatically &mctionally driven atmospheric flows, that is
equation(aq/aq)+ (6)‘(/6)() =0 is fulfilled, and this choice corresponds to tlase of an “optimal”
potential vorticity modification.

Basic statistical arguments

Consider the quantity(q,y) dqdy , which equals the part of the total atmospherissna
enclosed in the solenoid formed by intersectiothefsurfaces|, g+dg=constand y, y+d y=const If
[] 49,x) dgdy=1, where an integration is taken over@#ind y values, thenqq,y) function may be
regarded as the probability densitygpénd y values for a randomly chosen air particle (Obukhov
1964). The atmospheric vortex charge eqédgtsnaQa, wheremy is the total atmospheric mass, and
Qa=Jgu(g,x)dqdy is the first momentum of4q,y) distribution. Thez(q.,x) distributions were
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calculated separately for the Northern Hemisphiitd) (and the Southern Hemisphere (SH). They
arenn(g,Y) andisi(q,x), respectively.

Reference distribution

We seek a stationary reference air mass distribytibetween infinitely thin, quasi-zonally
oriented ¢, ¥)-solenoids. Following classical arguments by Gild®&0)@) and taking into account the
principle of "potential vorticity substance” congation, the most simple and fundamental choice is
to set

H=1s(d, Y)=1o exp{-a/Q},
with 14 as a constant
Integration over altj values gives$ 16Q dy =1, and, as a consequence
(@)=l 1e(a.0dy =exp{-a/Q} [ody =Q™* exp{-a/Q}.
Further on/(q, x) is also reduced to the 1-D probability dengitg)=/z4q.x) dx .

A statistical approach to the problem of searchiogthe optimal PV modification is
suggested. The informational entropy defined agogrtb Shannon and von Neumann (e.g. Katz
1967) is introduced for description of the air satatistical distribution on PV andvalues. It can
be interpreted as a general measure of the de§remertainty in PV angy values for a randomly
chosen air parcel. Reference distribution suppties conditional maximum of informational
entropy provided that the total amount of modiffamtential vorticity substance, i.e. ‘atmospheric
vortex charge’, is kept constant. The informatioaatropy deficit, taken as a difference between
the maximum possible and actual information entreglyes, tends to vanish when canonical (PV,
X) coordinates are used.

For both hemispheres separately the distribution

1e(9) Q[ "exp(-a/Q), (4)
supplies the maximum of the informational entrépyzdogedg, provided

QJque(q)dalau(a)da, (5)
holds. The informational entropy maximum valuedsa to

Hg=-1elogusdg=log|Q|+const (6)
and the informational entropy deficit

AH=HgH (7)

characterises the degree of closenegg@fands(q) distributions.

“Optimal” potential vorticity modification
When seeking the “optimal” functiorp, we gave variations i€ and@g in ( 2 ). It was

assumed tha#f=681 hPa an®B=(2/mA=433.5 hPa. ECMWF data for 1980-89 were used and fo
every year the January and July monthly-mean Higions/(q) were calculated for 64 different
pairs of C andd, values for NH and SH, separately. The value® pH, Hs andAH=Hg—H have
been calculated and then averaged over the enfirgedr period. As it is seen in Fig. 1la,
AH=AH(C,0p) attains minimum values in the vicinity of a liggven by the linear regression
equation®y—292.55=321.4(C-0.04614). Here@y is expressed in degrees Kelvin ( K ) adds
given in K. Figure 1(b) shows that the position of minimunm fbe corresponding standard
deviations ofAH coincides with that of the med values. This confirms that that we have arrived
at a statistically stable state of minimum. Fougher analysis, the concrete values9pf293 K
and C=0.04614 K, lying close to the regression line, have beensehoFigure 2 demonstrates
evident closeness betweg(q) and is(q) distributions for such an optimal PV modificatidtere,
monthly-mean statistics for January 1980 in the INtde been used. Some systematic deviations
occur only at high PV values.

RESULTS AND DISCUSSION



Informational entropy interannual variations
Interannual evolution of the informational entrofyfor ®=293 K andC=0.04614 K
within the 1980-89 period is presented in Fig. Jrr€lation matrix ry=r(Y.Y;), 1,j=1,2,3,4

(Y, = Hpn, Yo=Hs, Ya=H)) . Y,=H} ) between JAN, JUL and SH, NH
informational entropy values after the subtractbthe linear trends ii; looks like as

X *

1 083 004 068
e 083 1 -020 081
004 -020 1 -014|,

*

068 081 -014 1

where the only values marked by an asterisk ansifgignt. We observe that the hemispheres in
July are discoupled but in January they are styoegbugh linked in the interannual time-scale.
Possible linkage might originate from either pheeom like ElI Nifio events occurring around
January or standing planetary waves propagatiasache equator. Due to huge thermal inertia of
oceans dominating over the Southern HemisphérandY, values are well-correlated too. Linkage
betweeny; andY, occurs viaY,, andr, =r/J ,,.

The above mentioned linear trend can be descripdihdar regression equatios=a,X+hb;,
i=1,2,3,4, whereX denotes years and varies in the range of 80-88.arandb; coefficients are
given in Table 1.

TABLE 1
i 1, NH (January) 2, SH (January) 3,NH (July)  4,SH (July)
a -0.000685 0.00176 0.0000242 0.00147
b 0.725 0.501 0.609 0.544

Approximating actuaH values byHg~(log19)*log|Q|+constand using the linear regression
equations for describing the interannual evolutwdrH during years we can obtain the formula:

7, =|Q*|/|Q!*| =19 | which express decadal increase or decrease titigorcharge. The

coefficientss; have the following values7;=0.980 (NH, Jan){,=1.053 (SH, Jan)y;=1.001 (NH,
Jul), andn,=1.044 (SH, Jul).

JULY SH, 1980-89 mean JULY SH, 1980-89 standard deviation
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Figure 1 (a) Dependence of informational entropy defisii on the potential temperatu@=0, at
the maximum of‘dp* (G))/d@‘ in ( 2 ) for 8 different values of the parameter( K™ ) that
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determines the vertical temperature lapse rate. ddse of the Southern Hemisphere, July is
consideredAH are calculated using monthly-mean statistics ayestaver 1980-89 period, computed
AH values are expressed in percents of loghpS(andard deviations &H from their mean values
for 1980-89. Other notations are asajy (SH, July.
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Figure 2 Atmospheric mass distribution on Figure 3interannual variability of the informational
optimally modified PV ©,=293 K,C=0.04614 K" entropy H of monthly-mean air mass distribution
for SH, January 1980;-(-0-0-) is the actual on optimally modified PV for the 1980-89 period
distribution and {+-+-+ -) is the corresponding

reference distribution.

Statistically significant values af>1 for SH, indicating an increase of vorticity chaig this
hemisphere during 1980s, may be either the consequef actually occurring Antarctic region
cooling (Kelly and Jones 1996} an artefact of changing the ECMWF operationallysis model in
1983 from a grid point to a spectral one (see 8isamons and Keay 2000). We plarstparate these
effects more clearly in the nearest future, wita tlse of NCEP data set. In any case, the obtained
results confirm how MPV statistics may serve a gimestool to diagnose data archives and AGCM
outputs.

Dynamical-statistical model of zonal atmosphericailation.

One of the most important and hard issue of modématology is the study of the spatial-
temporal distribution of rainfall to foresee vetyomig downpour. Here we try to relate the evolution
of precipitation patterns over Central and Soutlehile with variations in MPV statistics of large-
scale atmospheric circulation.

Let us suppose the explicit existence of two diifé circulation regimes in the atmosphere.
The first regime, which we conditionally call theatley regime, occupies the low-latitudinal
equatorial belt till latitudeg, and includes both the direct Hadley meridionatumtion cell and
permanent subtropical high-pressure anticyclonks. sSecond regime with high-magnitude value and
horizontally well-mixed potential vorticity (horimbal mixing has to be understood as resulting in
horizontally uniform field of MPV-expectation valslesituated above the latitugig will be named
the Rossby regime.

The exponential distribution (4), introduced aboserves as a reference probability density
function of encountering an air particle with MP\alwe equal tog. Considering the Southern
Hemisphere, we will treat pseudo-scajasis positive and growing in the equator-pole dioegtand
latitudinal coordinate=sing is also assumed positive.
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It is assumed that the valgeq* exists, which separates air masses belongingetaethion
and corresponding to the above mentioned regimesaiflation. All air masses witg<q*, which we
call anticyclones, fall into the Hadley regime zpmed air masses witg>q*, which we called
cyclones, fall into the Rossby regime zone. Théabdity of a randomly selected air mass belonging
to the Rossby regime can be calculated using timeuia

ojiﬂ(q)dq=1- Xo. (8)

Using (4) to estimate the integral on the left-hare of (8), one arrives at an explicit formula

S 9
el L], o

that links three parameterg*, Q and xo. According to the ergodicity assumption, the ensdem
averages within the Rossby zone are replaced vadal [time-means and, in addition, MPV-
expectation values are considered spatially unifanch equal to

qR=jqﬂ(q)dQ/Iu(Q)dq=q*+Q>Q, (10)

if equation (9) is used.

When considering two terrestrial hemispheric ajpheses as uncoupled, which is a reasonable
approximation when one is interested in processéisa extra tropics of intra-annual duration, titen
can be assumed that within Hadley zone the looa-tnean values af are spatially uniform and
equal togy. In this case one has, similar to (10),

) ) *1-x
Oy =Iqu(q)dQ/Iu(q)dq=—W+Q<Q, (11)
0 0 0
and, by definitionQ = x,q,, +(1- X, )ds -
Suppose thag* is a quasi-constant, and its value is insensitiveeasonal changes. In the case
considered, one has a step (discontinuity) in ebeokEgvalues acrosg=xo, equal to
Or ~ Q4 :q_>q*, (12)
XO
which is seasonally dependent, ), and increases in magnitude during the wintes@ed®ecause
Xo(t) decreases (see below).
Here, we note that a second equilibrium regimehefdatmospheric general circulation exists,
which corresponds to air mass equipartitioninggeralues, providedj-s are given within the finite
interval (Q gmay- A theoretical support for this may be the folkowif 1(q) is the PDF ofy, such that

Amax Imax

ju(q)dqzl, then the informational entropyH = - [logu(q)x(q)dq attains maximum value
0 0

H = logq,,, When pg=q, . =const. This PDF corresponds exactly to the atmosphednalz
circulation with meridional MPV profileg = xq,.., , €.9. when the atmosphere is observed in the state

of solid-body-like super-rotation. This uniform ttibution is apparently distinct from that of the
actual atmospheric climate state. In order to junig¢he degree of closeness between the uniform and
exponential distributions, we construct a referezx@onential distribution

#* (@) = (2/ Ay Jexpl - 20/ Qe
which has the same vorticity charg® =q,.,/2 as the uniform distribution. Thig*-distribution

possesses the entropy* =log(eq,,,/2). The difference

H*-H =log(eq,,,/2)-logq,,, =log(e/2)=0.307
serves as a natural unit of informational entrojfffecences between two opposite limiting circulatio
regimes. To compare the results based on continardipractically used discretedistributions (see
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more details in Kurgansky and Pisnichenko 2000)teak the valueQ=-0.63x10""s* (Southern
Hemisphere, January, 1983). Here, with good acguQ|=5Aq and henceH =log5=1.609, where

Ag=0.25x10"s™ is the unit ofg-discretisation, applied in practical computatiomsth the total
numberN=19 of theseAg-cells, covering theg-axis from 0 toQma=4.75x10*s’. From data of
Kurgansky and Pisnichenko (2000) it follows forsthmonth thatH* =1og19(0.651=1.917 and

H * —H = 0.308, which practically coincides with the estimate fbe continuous distribution. The
entropy deficit (difference betwedd* and informational entropy of the actual atmosphetate)
equals to 1049[0.0029=0.0085 (Kurgansky and Pisnichenko 2000), which is less18% of H * -H.
Thus we can conclude that the actual atmospheunalation regimes might be considered as confined
(by their informational entroph values) between these two limiting reference catah regimes (by
their informational entropy values), having (i) exential and (i) uniform PDF of MPV,
correspondingly, but positioned much closer toftmmer.

If g*=const( in reality we suppose that it alters more slotlgnQ ), then it follows from (9)
that any long-term time-variation afx,, including the seasonal one, which correspondhi® t
variationsdQ, is described by the formula

The maximum response Bx, to relative change&Q/Q is achieved foxg=1-€ *=0.632 (¢=39.2°),
with a plateau in the vicinity of this latitude, dafor a rather broad latitudinal range one canaise
working formula

X, 0-0.364Q/Q). (13)

Available climatological data on surface air pressdistribution over Chile (Saavedra and
Foppiano 1992 and references therein) enable ojuelge on the latitudinal position of the locatimin
maximum surface pressure (LMRp=Singyp in our notations, withpyp[B35° during the Southern
Hemisphere winter an@yp[¥2° in summer, the annual-mean position being abgu=38.5°.
Saavedra et al. (2000) showed how well the LMP rgieantifies the seasonal course of precipitation
frequency in the Central Chile fogxyp. It is not so straightforward to relaig and xyp without
making some further model assumptions, but neviedbe a good correlation between seasonal
changes iy andxyp should be expected, or at least, reasonably hgpizéd.

One can arrive at the same estimatexgpbasing on quite general arguments. From one side,
in the reference state (4) the informational entreguals toH =logQ + cons{cf. Kurgansky and
Pisnichenko 2000). From the other side, accordingeneral statistical principles, a properly dedine
entropy of the Rossby’s regim§, is related to the probability of that regime (8) the logarithmic
formula

S=logexd-q*/Q} +const= (- q*/Q)+ const
Equalizing the characteristic ‘temperatures? and $; defined by $*=dH/dQ and
97 =(0S/0Q) respectively, we gej*/Q =1 and hencd - x, =1/e, the latter because of (4).

Therefore, we have succeeded to determine theststatly equilibrium’ (climate-mean) position of
the Rossby’s regime border, which roughly coincidés 40° latitude. Small variations iQ-values,
i.e., due to an annual course in insolation, wawdtlviolate the entropy differené¢-S, if 4 =J;and

g* is kept constant. Therefore, this two-zone pietwf general atmospheric circulation is well-
consistent with a seasonal dependent forcing, uadeole assumption that the seasonal cycle
amplitude is sufficiently small.

The representation of the edge of the Rossbyisnegone as an abrupt stepgiexpectation
values is, certainly, a crude idealisation, whiabr@over contradicts the very demands of atmospheric
general circulation functioning, because such geedbuld tend to act as a barrier to eddy meridiona
transport of MPV due to Rossby wave restoring meisna. The eddy meridional transport of MPV is
a necessary consequence of poleward eddy hegporansherefore, it is taken that a transitionateo
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of finite, synoptic-scale width between Hadley and Rossby regime zones existsalso assumed
that within the a transitional zone the expectatialues ofg are given by the expression
G(x) =Qy t (qR — 0y )W(X) =0y [1_ W(X)] + qR\N(X)’ (14)
wherew(X) is taken in a highly idealised analytical form
0, O0sx<x,—-Ax
w(x) = Loinf T %o, 1 X, —AX < X< X, + DX, (15)
2 2 AXx 2
1 X, +Ax<x<l1
Notice howw(x) can be interpreted statistically as the probabibt a cyclonic air mass to be found

at any latitude, labelled by, The parametefx is related to the characteristic half-widW2 of the
transitional zone by the formula

Ax = (1-x2)*(A/2a) = 0.775A/2a), (16)
the latter has taken fag=0.632.

One can determine the characteristic willtbf transitional zone in terms éig-step between
Rossby and Hadley regimes. Assuming of maximumnsitg of meridional MPV flux across the
transitional zone one can arrive to the expression

A =2m(K [ Ag)*?, (17)
whereK is the eddy diffusivity, which can be put equalthe heat diffusivity=2.1Fm?s*, used for
example in the energy balance models, as the mmaatiMPV transport are necessary to transfer heat
from equator to polewards. Substituting (17) to)@@d using foAq expression (12) we obtain

Ax = 03820107 (K Yoy (18)
g

Let us also assume that this transitional zonea ashole, exposes seasonal meridional
displacements according to a harmonic law
%, (t) = A+ Bsinat (19)
with 2w =1yr. To gain some insight into the problem, assumeafarhile thatB<<Ax, though in

reality BLAX, as we will see further on. Substituting (19) ii®) and using Taylor series expansion,
one obtains within the interv@h\-Ax, A+AX)

w(x, t) Dlsin(ﬂﬁ(_ Aj JBsinat [ XA Aj o1

2 2 Ax 4AX 2 Ax 2

which clearly demonstrates a pronounced tendenggrtts increase of the amplitude of the seasonal
cycle inw-values in the vicinity of the latitude=A, corresponding to annual-mean position of the
centre of the transitional zone. If to take inte@mt thatAx also changes with time, according to
(18), then we can specify slightly more the abovigten formula

w(x,t) Dlsin(ﬁ X- A) N 7n[B+(x— A)B/(2A)]sinwt cosﬂ X — A) .\ 1
2 2 (Ax), 4(Ax), 2 (AX), 2

where (\X)o= 0.382Z105(K A/q*)*2.

Rainfall frequency
If it is assumed that every air mass of polar iarigrings with it a certain probability of
precipitation, equal t€, then the probability of rainfaR(x, t) at a given latitude equals

P(x,t)= p(xt) P, E{%sin(gﬁ%ﬁ))+i} P, (20)

2
with Xo(t) given by (19).



To prove these hypotheses, we took available nidtta on the distribution of precipitation
(in days) for 15 meteorological stations in Cen&natl Southern Chile covering the period 1950-1969
(Table 2, column 3-5) and fitted these data, usimgula (20) withAx=0.160, A=0.616 andB=0.047.
The computed values for winter solstice (maximuimmfedl), summer solstice (minimum rainfall) and
equinox conditions (that are nearly coincide witim@al-mean values), also given in Table 2 (column
6-8), depict reasonable agreement with empirictd,dasome inconsistencies are disregarded for the
most northern and southern stations, probably d@ediscontinuity of the secomxederivative ofw(x)
at x=xo(t)xAx. Notice, howA=0.616 is close to the theoretical valug 0.632 (see above) and=0.047
corresponds to the amplitude of 342°=6.94 of annual displacements of the transitional zone,
which agrees with the reported in Saavedra and iBopg1992) total magnitude of meridional shifts
of MPL close tor°.

TABLE 2.
Distribution of precipitation (in days) over Chiter period 1950-1969 (Department of Geophysics,
University of Concepcion, Chile, June 1971), coladit 3 — 5, and its simple parameterisation
columns ## 6 - 8.

LOCATION LATITUDE |MIN MAX MEAN MIN MAX MEAN
N° OF[N° OF|N° OF[N° OF|N° OF|N° OF
DAYS [DAYS |DAYS DAYS [DAYS |DAYS
La Serena 29.9 0 2 1 0 4 1
Ovalle 30.6 0 2.5 1.25 0 5 15
Valparaiso 33.00 0 7 35 1 8 4
Santiago 33.5 0 7.7 3.75 1 9 4
Constitucion 35.4 1 115 6.25 3 12 7
Linares 35.9 1 10.5 5.75 3 135 8
Concepcion 36.8 2 16 9 45 14 9
Los Angeles 37.5 2 14 8 5 15 10
Padre Las Cases| 38.8 6 18 12 7 16.5 12
Valdivia 39.4 7.5 22 14.75 8 17.5 13
Puerto Montt 41.5 10 21 15.5 11 19.5 16
Castro 42.5 12 23 17.5 125 |20 17
Isla Guafo 43.7 13 22 17.5 14 21 18
Puerto Aysen 458 16 22 19 16 21 20
Cabo Raper 46.9 21.5 21.5 21.5 175 |22 21

In order to explain thig-value within our MPV-based framework we apply foen (13),
which tells us that it is sufficient to assume seas$ variationdQ/Q=0.13 to explain the observed
variations inxg. The obtained value is approximately twice asdaag calculated in (Kurgansky 1991),
based on FGGE data set for the entire Southern $fdraie; notice how for the Northern Hemisphere
0Q/Q=0.20, for the same FGGE year. These quantitative discreies may be explained by an
inhomogeneous distribution of variability of thrauisitional zone over the Hemisphere, and possibly,
by the regional effect of Andes. The likely influeh factors are also imperfections in the procedur
of the ‘optimal’ PV modification and related devaats between the actual and reference PDF of
MPV, if not to mention all other extreme simpliftcas in our model.

Finally, some MPV-related comments concerning assumption of a/2% probability of
rainfall (as empirical data suggest) inside thedRgs zone have to be added. When expressed in
MPV-terms, this rainfall probability can be given the formula
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_7 i _exf-wQ}
P = i p(a)da q[/J(OI)dQ— PR
where wis a lower threshold value of MPV above which falinstarts, for a randomly chosen air
mass. Equallyw may be interpreted as a minimal value of MPV tplax the front formation,
necessary for precipitation, within the taken airassx If to adopt Pr=0.72, then

w= —Qlog(0.72[0.368) [0133Q. In this case formula (4) giveg* =Q and, therefore, within the

interval Q<g<1.33Q, with 28%-probability for g to belong it (in a randomly chosen location), the
precipitation within the Rossby’s zone are localbsent, just because @#alues are non-sufficient to
provide meteorological pre-conditions, necessaryfecipitation.

Climate variations

Formula (20) can be used to estimate the sengit¥irainfall frequency patterns, with respect
to climate changes over the Southern Hemispheresébhanges can be quantified in terms of a shift
of an annual-mean position of the transitional zone

P :Edb\: —lco{zﬁjﬂqa&\
dA 4Ax 2 X

The responséP reaches maximum valueatA:

max = _L PRda"

ZATAVS

where 0A is related with slow time-variations @ by (13). When (i) using a linear regression
equation

Q=a+[GIAT,
with AT as the equator-to-pole surface temperature diftereanda, £ as the empirical constants
which fit both calculated-values andAT data, and (i) assuming that mean-hemisphericasarf

temperaturecT> is related ta\T and equatorial temperatufe by the formula:<T> =T —(J/ 3)AT, with

Te =const one gets thad<T> =1 K leads todA =0.019 and®dP,,=—0.065, e.g. global hemispheric
warming of 1K results in a decrease of precipitaticequency ak=A by about 20% of its present
value in this location. The obtaine®h value corresponds to the equatorward shift dfol the
transitional zone. In this connection it is necegta mention how N. Saavedra, E. Miller and A.
Foppiano in “Monthly-mean rainfall frequency modelr Central Chile Coast: some climate
inferences”(Submitted to International Journal difratology: currently under revision) have arrived
at qualitatively similar conclusions by estimatitige changes in precipitation patterns over Central
Chile with the help of a linear regression equatiorrelate rainfall frequency with the latitudinal
position of the location of monthly-mean surface miessure maximum(LMP) and by considering
scenarios when LMP&L, £2, £3°.

For assessment of a possible ENSO effect we inghlyhidealized manner assume that
<T>=constand therefores (AT) =3dT. . If to assume that during El Nifio yeab$e =0.5 K, then

0Pmax=0.015 and the probability of precipitation incresy a few percent a&tA.

If one is interested in zonal mean atmospheritufes, then this indeed very simple and crude
scheme seems to predict qualitatively right tengEntowards increase precipitation in the subt®pic
during warm EI Nifio events and the correspondirgetese during cool La Nifia ones (cf. Kiladis and
Mo 1998). As far as it concerns Chile, significguo@antitative underestimation occurs, nearly by the
order of magnitude. For instance, in Aceituno (0)98& 1941-1983 rainfall data in Santiago for
austral winter semester give the composite rainfalues 40% higher for positive SO phase, if
compared to negative ones. We explain this diso@pdy our zonal-average approach and full
neglect of regional, longitude-dependent peculesjtwhich can strongly amplify the tendencies in
hemisphere-scale processes.
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CONCLUDING REMARKS

(1) Using the existing arbitrariness in a gener&blesr PV definition it is possible to construct
a PV modificationg, which corresponds to the highest possible degfedoseness between actual
and reference, exponential, PV distributions. Tkgoaential distribution has the same amount (per
unit mass) of vortex chard@ over the Hemisphere as the real one, and possbesesmximum value
of the informational entropy. In the latter sendgeis considered as a steady equilibrium climate
distribution.

(2) Using ECMWEF data and inspecting the JanuaryJuhgl PV statistics temporal behaviour,
we have detected a progressive growth of the viyrtaharge in the Southern Hemisphere during the
1980s. This trend is accompanied by a decreasbeofvartex charge in January for the Northern
Hemisphere. The challenge is either to attribuese¢hPV trends in the Southern Hemisphere to the
real atmospheric warming over the Antarctic regmnto explain it in the terms of a change in
ECWMF operational analysis system in 1983. In th#el case, the proposed PV statistical
computations may serve as a highly sensitive todidgnose the operational analysis systems quality

(3) In the informational entropy related frameworiyo idealised steady equilibrium
atmospheric regimes can be considered for a hemrispaitmosphere. The first is associated with the
exponential distribution off and the second is characterized by equipartitgpoinair mass between
g-values. The actual state of atmospheric climatesy is confined between these two limiting
regimes (generally, much nearer to the former) ek dynamics can be quantified in terms of
relative closeness to each of these regimes.

(4) Using closeness between real and reference MBWibution and assumption on the
critical dependence oq of extra-tropical circulation systems, a simpleaoatmospheric model has
been proposed to explain the seasonal climate tiargin rainfall frequency over Central and
Southern Chile in terms of meridional displacemesftshe critical latitudex, separating between
cyclonic (high-latitude) and anticyclonic (low-latde) air masses, marked by thgivalues. The
annual mean positio=39.2 has been theoretically specified, which agreesy farell with
precipitation data over Chile. Changes in preciftapatterns over Chile, which accompany possible
climate variations over the Southern Hemisphereadse estimated, using the proposed zonal model
as a diagnostic tool.
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