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#### Abstract

In this work, we propose to test the robustness of Gradient Pattern Analysis (GPA) on such cases performing a threshold reduction of the wavelet coefficients, analyzing how GPA interprets the reconstructed series based on these coefficients. For this, we use a multiresolution analysis decomposition performed by discrete biorthogonal wavelet transforms and a thresholding based on $L^{2}$ norm conservation on well known chaotic dynamical systems data sets. GPA is a tool to characterize asymmetry and detect irregular fluctuations in spatio-temporal data. Some efforts have been done to test the GPA strength on the identification of these features.
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## 1. INTRODUCTION

In the last 25 years, wavelet techniques have become an important tool for local data analysis in different areas of science $[1,3,4,6,8,9]$. It's well known that the magnitude of the wavelet coefficients, obtained by the discrete wavelet transform (DWT), depends on the local regularity of the function (or signal) in study[1]. Therefore, to choose the significant wavelet coefficients is a function-dependent problem in the wavelet domain. These significant coefficients could be used in a compact representation of the signal. [2] is an example of the many works that have being done in this sense. One question that arises is if the asymmetries existent in the original signal are preserved in the signal generated by the Inverse Discrete Wavelet Transform (IDWT) applied to this compact wavelet representation, i.e., the reconstruction of the signal using only the significant wavelet coefficients. It's expected that Gradient Pattern Analysis, a technique that measures the fluctuation degree along a signal to quantify its asymmetry and complexity, can be used in this investigation. Some other applications using wavelet analysis combined with GPA are presented in [10]. Since GPA is very sensitive in detecting changes in the signal asymmetric behavior [11], a significant change in GPA measure should indicate a loss of information about the dynamics of the sig-
nal.
The following section describes, based on the work of [5], the theoretical background on multiresolution analysis (MRA), highlighting biorthogonal MRA and its main properties that support our proposal. Next, an overview of Gradient Pattern Analysis is given, and the full methodology combining the two techniques is described in Section 4. The results and concluding remarks are presented, respectively, in Sections 5 and 6.

## 2. MULTIRESOLUTION ANALYSIS

The Multiresolution Analysis $\mathbb{L}^{2}(\mathbb{R})\left\{V^{j}, \phi\right\}$, called MRA $\left\{V^{j}, \phi\right\}$, is a sequence of linear sub-spaces $V^{j}$ of $\mathbb{L}^{2}(\mathbb{R})$ and a associate function $\phi$, called scale function. They satisfy the following conditions:

$$
\begin{aligned}
& \text { 1. } \cdots \subset V^{-1} \subset V^{0} \subset V^{1} \subset \cdots, \quad \cap_{j \in \mathbb{Z}} V^{j}=\{0\} \\
& \mathbb{L}^{2}(\mathbb{R})=\overline{\cup_{j \in \mathbb{Z}} V^{j}} \\
& \text { 2. } f(x) \in V^{j} \Leftrightarrow f(2 x) \in V^{j+1} ; \\
& \text { 3. } f(x) \in V^{0} \Leftrightarrow f(x-k) \in V^{0}, \forall k \in \mathbb{Z} \\
& \text { 4. } \phi(x-k)_{k \in \mathbb{Z}} \text {, is a Riesz base of } V^{0} .
\end{aligned}
$$

Follows, that:

- there is a sequence $h \in \ell^{2}$ so that the following scale relation holds $\phi(x)=2 \sum_{k \in \mathbb{Z}} h(k) \phi(2 x-k)$, where $h(k)$ are called scale coefficients;
- for each $j$, the family $\phi_{k}^{j}(x)=2^{j / 2} \phi\left(2^{j} x-k\right), k \in \mathbb{Z}$, forms a Riesz base of $V^{j}$.

In the frequency domain, the scale relation is expressed by $\hat{\phi}(\xi)=H(\xi / 2) \hat{\phi}(\xi / 2)$, where $H(\xi)=\sum_{k \in \mathbb{Z}} h(k) e^{-i k \xi}$ is the scale filter associate to $\phi$. The filter $H$ is a low-pass filter, i.e., $H(0)=1$ and $H(\pi)=0$. For more details in MRA see [1].

The main contribution of the theory wavelet is the characterization of the complementary spaces between two embedded spaces $V^{j} \subset V^{j+1}$, by direct sum $V^{j+1}=V^{j}+W^{j}$.

Moreover, the spaces $W^{j}$ will contain the difference in the information between the resolution levels $j$ and the more refine level $j+1$. There is more than one way to representate this direct sum. In the next section, a method to construct the $W^{j}$ is presented in the context of an MRA biorthogonal.

### 2.1. MRA Biorthogonal

A MRA biorthogonal, herein MRAb, is a pair of $\left\{V^{j}, \phi\right\}$ and $\left\{V^{* j}, \phi^{*}\right\}$ of MRA related by $\mathbb{L}^{2}(\mathbb{R})=V^{0}+V^{* 0 \perp}$, so that their associated scale functions $\phi \mathrm{e} \phi^{*}$ satisfy the following the biorthogonal condition

$$
\begin{equation*}
\left\langle\phi(.-k), \phi^{*}(.-\ell)\right\rangle:=\int \phi(x-k) \phi^{*}(x-\ell) d x=\delta_{k, \ell} \tag{1}
\end{equation*}
$$

and by so, they are called dual scale functions. Similarly, for a fix $\jmath$, the families $\left\{\phi_{k}^{\jmath}\right\}$ and $\left\{\phi_{k}^{* J}\right\}$ are also biorthogonal, i.e.

$$
\begin{equation*}
\left\langle\phi_{k}^{\jmath}, \phi_{\ell}^{* \jmath}\right\rangle=2^{\jmath} \int \phi\left(2^{\jmath} x-k\right) \phi^{*}\left(2^{\jmath} x-\ell\right) d x=\delta_{k, \ell} \tag{2}
\end{equation*}
$$

In the frequency domains, one has $\sum_{k} \hat{\phi}(w+$ $2 \pi k) \overline{\hat{\phi}^{*}}(w+2 \pi k) \equiv 1$, where the overbar indicates the complex conjugate. This expression is a direct consequence of the Poisson summation formula.

### 2.2. Wavelet Functions

Let us consider $W^{\jmath}=V^{j+1} \cap V^{* j^{\perp}}$ and $W^{* \jmath}=$ $V^{* j+1} \cap V^{j^{\perp}}$. The following direct sum are valid:

$$
\begin{equation*}
V^{j+1}=V^{j}+W^{j}, \quad V^{* j+1}=V^{* j}+W^{* j} \tag{3}
\end{equation*}
$$

Defining the functions $\psi$ e $\psi^{*}$ as
$\psi(x)=2 \sum_{k \in \mathbb{Z}} g(k) \phi(2 x-k), \quad \psi^{*}(x)=2 \sum_{k \in \mathbb{Z}} g^{*}(k) \phi^{*}(2 x-k)$,
where usually $g(k)=(-1)^{k+1} h^{*}(-k+1)$ and $g^{*}(k)=$ $(-1)^{k+1} h(-k+1)$, one can prove that the families

$$
\begin{equation*}
\psi_{k}^{J}(x)=2^{j / 2} \psi\left(2^{j} x-k\right), \quad \psi_{k}^{* J}(x)=2^{j / 2} \psi^{*}\left(2^{j} x-k\right), \tag{5}
\end{equation*}
$$

are Riesz bases of $W^{j}$ and $W^{* j}$. The filters $G(\xi)=$ $\sum_{k \in \mathbb{Z}} g(k) e^{-i k \xi}$ and $G^{*}(\xi)=\sum_{k \in \mathbb{Z}} g^{*}(k) e^{-i k \xi}$ are band pass filters, i.e., $G(0)=G^{*}(0)=0$ e $G(\pi)=G^{*}(\pi)=1$. In frequency domain the scale relations, presented in 4 , are expressed by

$$
\begin{equation*}
\hat{\psi}(\xi)=G(\xi / 2) \hat{\psi}(\xi / 2), \quad \hat{\psi}^{*}(\xi)=G^{*}(\xi / 2) \hat{\psi}^{*}(\xi / 2) \tag{6}
\end{equation*}
$$

The function $\psi_{k}^{j}$ are called wavelet functions, and $\psi_{k}^{* j}$ are called dual wavelet functions. They satisfy the following biorthogonal conditions:

$$
\begin{equation*}
\left\langle\phi_{k}^{J}, \psi_{\ell}^{* J}\right\rangle=0, \quad\left\langle\phi_{k}^{* J}, \psi_{\ell}^{J}\right\rangle=0, \quad\left\langle\psi_{k}^{* J}, \psi_{\ell}^{m}\right\rangle=\delta_{\jmath, m} \delta_{k, \ell} \tag{7}
\end{equation*}
$$

The so called families of Daubechies orthogonal wavelet are a particular case of the biorthogonal families when $\phi=$ $\phi^{*}$ and $\psi=\psi^{*}$. Another example are the splines biorthogonal wavelets $\psi^{*}$, where $\psi^{*}$ are spline functions.

### 2.3. Approximation schemes

A MRAb is a usefull tool to study $\mathbb{L}^{2}(\mathbb{R})$ functions. Functions $f \in \mathbb{L}^{2}(\mathbb{R})$ can be approximate by projections in $V^{j}$ such that $\mathcal{P}^{j} f(x)=\sum_{k}\left\langle f, \phi_{k}^{* j}\right\rangle \phi_{k}^{j}(x)$, or projection in $W^{j}$, $Q^{j} f(x)=\sum_{k}\left\langle f, \psi_{k}^{* j}\right\rangle \psi_{k}^{j}(x)$, since they contain the difference of the information between the levels $j$ and $j+1$, i.e., $Q^{j} f(x)=\left[\mathcal{P}^{j+1}-\mathcal{P}^{j}\right] f(x)$. Therefore,

$$
\begin{equation*}
\mathcal{P}^{j+1} f(x)=\left[\mathcal{P}^{j}+Q^{j}\right] f(x), \tag{8}
\end{equation*}
$$

corresponds to the decomposition $V^{j+1}=V^{j}+W^{j}$. In multilevel $j_{0}<j$, we have:

$$
\begin{equation*}
\mathcal{P}^{j+1} f(x)=\left[\mathcal{P}^{j_{0}}+Q^{j_{0}}+\cdots+Q^{j}\right] f(x) \tag{9}
\end{equation*}
$$

that is associate to the decomposition $V^{j+1}=V^{j_{0}}+W^{j_{0}}+$ $\cdots+W^{j}$. Defining $c_{k}^{j}=\left\langle f, \phi_{k}^{* j}\right\rangle$, and $d_{k}^{j}=\left\langle f, \psi_{k}^{* j}\right\rangle$, Eq. 8 can be written as

$$
\begin{equation*}
\sum_{k} c_{k}^{j+1} \phi_{k}^{j+1}(x)=\sum_{k} c_{k}^{j} \phi_{k}^{j}(x)+\sum_{k} d_{k}^{j} \psi_{k}^{j}(x) \tag{10}
\end{equation*}
$$

and in multilevel, we have the following formula

$$
\begin{equation*}
\sum_{k} c_{k}^{j+1} \phi_{k}^{j+1}(x)=\sum_{k} c_{k}^{j_{0}} \phi_{k}^{j_{0}}(x)+\sum_{m=j_{0}}^{j} \sum_{k} d_{k}^{m} \psi_{k}^{m}(x), \tag{11}
\end{equation*}
$$

that corresponds to $\left\{\phi_{k}^{j+1}\right\} \leftrightarrow\left\{\phi_{k}^{j_{0}}\right\} \cup\left\{\psi_{k}^{j_{0}}\right\} \cdots \cup\left\{\psi_{k}^{j}\right\}$. These operations are performed by the discrete wavelet transform $\mathrm{DWT}=\mathrm{DWT}_{j_{0}}^{j+1}$ and its inverse $\mathrm{IDWT}=\mathrm{IDWT}_{j_{0}}^{j+1}$, i.e.

$$
\left\{c^{j+1}\right\} \underset{\text { IDWT }}{\stackrel{\mathrm{DWT}}{\rightleftarrows}}\left\{c^{j_{0}}, d^{j_{0}}, \cdots, d^{j}\right\}
$$

### 2.4. Properties

In this section we describe the main properties of the wavelet transform discussed in this work. More details in these properties could be obtained in $[1,18]$.

### 2.4.1 Double Localization

In the point of view of these properties of double localization the wavelet coefficients $d_{k}^{j}$ are a measure of the frequencial information in $\xi \in \Omega^{j}$ in the support of $\psi_{k}^{j}(t)$. Consequently, the wavelet transform is a time-frequency transform with temporal resolution inversely proportional of the frequencial one, i.e.

$$
\Delta^{j} x \times \Delta^{j} \xi=\text { constant }
$$

The following paragraphs describe briefly how this transform works in the physical and frequencial domain.

Physical Localization: Usually the scale function $\phi(x)$ have a compact support, with length $\Delta x$. As $j$ increase, $\phi\left(2^{j} x-k\right)$ is localized in smaller intervals, $\Delta^{j} x=O\left(2^{-j}\right)$. The indexes $k$ indicate a translation $k 2^{-j}$ that are also effectuated. Therefore, in each level $j$, all the functions have the same shape, changing only the position where they are localized, they change by a integer number multiply by the scale. The wavelet functions have the same behavior.

Frequency Localization: As discussed in this section, the scale families are constructed in terms of the low-pass filter $H(\xi)$. Consequently, a Fourier transform $\hat{\phi}(\xi)$ is symmetrically localized in a region centered in $\xi=0$.

In this way, in the convolution operation $\hat{\phi}(\xi)$ could be interpreted as a low-pass band filter. If we change the scale, we have $\hat{\phi}\left(2^{-j} \xi\right)$ as also a low-pass band filter centered in $\xi=0$, with bandwidth proportional to $2^{j}$. In the wavelet case we have a different behavior. Usually, $\hat{\psi}(\xi)$ is also a symmetric function, but it is zero in $\xi=0$. For $\xi>0$, we have a concentration in a region $\Omega$ of length $\Delta \xi$. Therefore, the convolution operations $\hat{\psi}(\xi)$ can be interpreted as pass-band filter, that enhance frequencies $|\xi| \in \Omega$. When we change the scale the changes in $\hat{\psi}\left(2^{-j} \xi\right)$ works also as a pass-band filter, with a localization in the region $\Omega^{j}$, and bandwidth $\Delta^{j} \xi$, proportional to $2^{j}$.

### 2.4.2 Approximation order: Polynomial reproduction

In a MRAb the scale function $\phi$ e it dual $\phi^{*}$ must satisfy the Strang-Fix condition (SFC) [17]. Let p be the order of the SFC that $\phi$ satisfy, i.e., all polynomial of degree $p$ can be represented exactly by $\phi(x)$ and its translates $\phi(x-k)$. It can be verify that $p+1$ is exactly the multiplicity of the zero in the filter $H(\xi)$ in $\xi=\pi$. This property assure the approximation order

$$
\left\|f-\mathcal{P}^{j} f\right\|_{\mathbb{L}^{2}}=\mathcal{O}\left(2^{-j(p+1)}\right)
$$

The same is valid to the dual $\phi^{*}$. If $p^{*}$ is the order of SFC of $\phi^{*}$, then the multiplicity of the zero in $H^{*}(\xi)$ em $\xi=\pi$ is $p^{*}+1$.

### 2.4.3 Null moments: polynomial cancellation

On the other hand, as $G(\xi)=e^{-i \xi} \overline{H^{*}(\xi+\pi)}$, the zero multiplicity of the filter $G(\xi)$, in $\xi=0$, is equal to $p^{*}+1$. Similarly, as $G^{*}(\xi)=e^{-i \xi} \overline{H(\xi+\pi)}$, is the multiplicity of the zero in the filter $G^{*}(\xi)$, in $\xi=0$, is equal to $p+1$.

We can verify that the number of null moments of one wavelet function is equal to the multiplicity of zeros of the filter $G(\xi)$ in $\xi=0$. Therefore,

$$
\begin{equation*}
\int x^{\ell} \psi(x) d x=0, \quad \ell=0, \ldots, p^{*} \tag{12}
\end{equation*}
$$

that is related by

$$
\begin{equation*}
\left.\frac{d^{\ell} \hat{\psi}(\xi)}{d \xi^{\ell}}\right|_{\xi=0}=0, \quad \ell=0, \cdots, p^{*} \tag{13}
\end{equation*}
$$

Similarly, for the dual wavelet $\psi^{*}$ :

$$
\begin{equation*}
\int x^{\ell} \psi^{*}(x) d x=0, \quad \ell=0, \ldots, p \tag{14}
\end{equation*}
$$

that is related by

$$
\begin{equation*}
\left.\frac{d^{\ell} \hat{\psi}^{*}(\xi)}{d \xi^{\ell}}\right|_{\xi=0}=0, \quad \ell=0, \cdots, p \tag{15}
\end{equation*}
$$

### 2.4.4 Local regularity characterization

In the wavelet analyze function can represented in the MRA spaces by expansion in the scale functions or expansion in the wavelet functions.

As is presented in the next theorem the amplitude of the wavelet coefficients $d_{k}^{j}=\left\langle f, \psi_{k}^{* j}\right\rangle$ are directly related to the local smoothness of the function $f$, in the support of $\psi_{k}^{* j}$, and the number of null moments of $\psi^{*}$. Therefore, wavelet coefficients can be used as local indicators of regularity of the analzed function. Usually these coefficients smaller in the smooth regions. For this reason, expansion in wavelet bases are advantageous for the compression point of view.

Theorem: Let $p$ be the order of SFC of $\phi$. If $f$ is a function with continue derivatives $f^{(s)}$ in the support $\psi^{*}{ }_{k}, 0 \leq s \leq$ $p+1$, then the wavelet coefficient $d_{k}^{j}=\left\langle f, \psi_{k}^{* j}\right\rangle$ and holds the estimation

$$
\begin{equation*}
\left|d_{k}^{j}\right| \leq C 2^{-j(s+1 / 2)}\left\|f^{(s)}\right\|_{\infty} \tag{16}
\end{equation*}
$$

where $C$ is a constant that depends on $\psi^{*}$ and the norm \| $f^{(s)} \|_{\infty}$ in the support of $\psi_{k}^{* j}$.

### 2.4.5 Null moments $\times$ Smoothness

The degree of smoothness of the scale function is directly related to the SFC order, i.e., the smoothness of $\phi$, and consequently $\psi$, grows with $p$. Therefore, as larger is the smoothness of $\psi$, as larger is the number of null moments of $\psi^{*}$.

Focus in this paradigm null moments/smoothness of the wavelet functions, the interpretation of the following forms the representation can be different:

$$
\begin{align*}
f & =\sum_{j, k}\left\langle f, \psi_{k}^{* j}\right\rangle \psi_{k}^{j}  \tag{17}\\
& =\sum_{j, k}\left\langle f, \psi_{k}^{j}\right\rangle \psi_{k}^{* j} \tag{18}
\end{align*}
$$

If $\psi^{*}$ has more null moments that $\psi$, then, $\psi$ is much more smooth than $\psi^{*}$. Therefore, the first form seams to be much more appropriated to compress the information than the second one, when the reconstruction is made using only the wavelet coefficients $d_{k}^{j}$ greater than a certain threshold chosen.

### 2.5. How to choose the threshold

One question that arises is about what can be considered a small amplitude for the wavelet coefficients. There are several methodologies to decide what is the best threshold (see, for instance, [2]). On the discrete biorthogonal wavelet transform theory, there is not an Energy Conservation Theorem, the so called Parseval's Theorem present in Fourier Analysis, i.e., in MRA Biorthogonal, the summation of all squared signal samples is not necessarily equal to the summation of all scale and wavelet coefficients. So, as an alternative strategy, we use the mean square error (the so called RMSE) to measure the degradation of the signal after gradually removing the smallest detail coefficients.

## 3. GRADIENT PATTERN ANALYSIS

The Gradient Pattern Analysis (GPA) [12-15] is an innovative technique, which characterizes patterns based on large and small amplitude fluctuations of the spatial, temporal, and spatio-temporal structures represented as a static or dynamical gradient lattice. In this approach, each local fluctuation is represented by a vector in two-dimensional space. Thus, according to [16], a given scalar field of fluctuations can be represented as a composition of four gradient moments: $g_{1}$, the integral representation of the fluctuation distribution (vectors); $g_{2}$, the integral representation of the corresponding norms; $g_{3}$, the integral representation of corresponding phases; and $g_{4}$, the complex representation of the gradient pattern (a complex coefficient composed by each corresponding pair of norm and phase). Considering the sets of local norms and phases as discrete compact groups, spatially distributed in a square lattice, the gradient moments have the basic property of being globally invariant (for rotation and modulation).

To calculate the asymmetry coefficient, first of all, the time series must be converted into a mesh grid, rearranging the points in a $n \times n$ array, that we call the 2-D representation of the data. Next, we compute the local fluctuation between each pair of neighboring amplitudes in the global pattern, characterized by its gradient vector. It makes the relative values between adjacent amplitudes to become relevant, rather than the respective absolute values. Such relative values can be characterized by each local vector norm and its orientation (phase). In this approach, each local fluctuation is represented by a vector in a two-dimensional space, composing what we call the gradient lattice. Since symmetric fluctuations are expected to be reflected by symmetric vectors, i.e., vectors with the same norm and opposite phases, the next step consists in eliminating all the symmetric vectors. This operation guarantees that a completely symmetric pattern presents no asymmetric correlation and, thus, no asymmetric vectors. In this case, by definition, $g_{1}$ is null. If there are remaining asymmetric vectors, the geometric connection among the fluctuations is generated by a Delaunay triangulation, taking the last point of each vector as a vertex. To measure the asymmetry correlation, called here asymmetry coefficient, we take $g_{1}=|\varepsilon-f| / f$, where $f$ is the number of asymmetric fluctuations and $\varepsilon$ is the geometric energy correlation given by the number of connections among all fluctuations.

Although this is not the scope of this work, the method can be easily extended to two-dimensional data, by just skipping the first step - generation of the mesh grid - and computing the gradient vectors over the original square matrix.

We present here GPA applied in two examples of short time series composed of only 64 points each. Fig. 1(a) shows a symmetric series generated by a sine function, and Fig. 1(a) shows the same series with some perturbations. We can see in the gradient lattice (Fig. 1,b) that every gradient vector has a symmetric one associated, meaning that all vectors will be removed, giving a null asymmetry coefficient.

In the series presented in Fig. 2(a), we note the presence of some level of asymmetry. Thus, we expect to find a pos-
(a)

(b)


Figure 1 - A symmetric time series composed by 64 points (a) and its respective gradient lattices (b). All gradient vectors are removed, thus the triangulation field does not exist for this case.
itive value for $g_{1}$. In Fig. 2(b) the respective gradient lattice is shown. The few perturbations added in this series are reflected in the gradient lattice, decreasing the number of symmetric vectors to be removed in comparison with the sinusoidal example. Consequently, there are remaining vectors (Fig. 2, c) to generate the triangulation field, shown in Fig. 2(d), which gives $\varepsilon=98$ and $f=38$. Taking $g_{1}=|\varepsilon-f| / f$, we obtain for this example $g_{1}=1.57$.


Figure 2 - GPA of two examples of an asymmetric time series composed with 64 points (a). The gradient lattice is shown in (b), and (c) shows the remaining vectors after the symmetric vectors remotion; (d) corresponds to the triangulation field.

Due to the possible changes in the phases of each fluctuation (a vector in the gradient lattice), the parameter $\varepsilon$ is very sensitive in detecting local asymmetric fluctuations on the gradient lattice [11]. Several calculations on random patterns have shown that the parameter $g_{1}$ quantifies the level of asymmetric fluctuations and it is much more sensitive and precise in characterizing irregular fluctuations than the correlation length measures [11]. When there is no asymmetric correlation in the fluctuation pattern, the total number of asymmetric vectors is zero and then, by definition, $g_{1}$ is null. For a random and totally disordered fluctuation pattern, $g_{1}$ has the highest value. For a complex pattern composed by
locally asymmetric fluctuations, $g_{1}$ is nonzero, defining different classes of irregular fluctuation patterns. Note that for more regular and low frequency fluctuations the triangulation field captures an increase of regularity in the gradient lattice.

## 4. DATA AND METHODOLOGY

In this study, we performed an exploratory analysis applying DWT with families $\left\{\psi^{*}, \psi\right\}$ with $p^{*}=1$ e $p=3$, i.e., 4 null moments for $\psi^{*}$ and 2 null moments for $\psi$, and also the associate representation $\left\{\psi, \psi^{*}\right\}$, in two well known signals provided by the simulation of dynamical processes. These data come from the so called Lorenz Equations ( $L z$ ) and Kuramoto-Sivashinsky system ( $K S$ ). $L z$ is composed by three ordinary differential equations and used as a simple mesoscale meteorological model. We use one of the variables whose phase space presents a chaotic regime. Fig. 3 shows the signal used in our analysis, sampled with 1024 points and generated by $L z$ simulation.


Figure 3 - Signal generated by Lorenz equation.

Used to model processes dynamics, $K S$ has chaotic regime and is represented by a fourth degree partial differential amplitude equation, that can be written as:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\left[\frac{\partial^{2} u}{\partial x^{2}}+\nu \frac{\partial^{4} u}{\partial x^{4}}+\frac{\partial u^{2}}{\partial x}\right] \tag{19}
\end{equation*}
$$

where $\nu$ is a viscosity damping parameter and $u=$ $u(x, t)$, with $u(x, t)=u(x+2 \pi, t)$ and periodic boundary conditions. This equation is used as a model for intrinsic instabilities in complex fluids. Details in $K S$ can be found in [7]. The signal used in our analysis, also sampled with 1024 points, is shown in Fig. 4

As discussed above, the DWT is perfectly inverted by the IDWT. Thus, if we apply the transform, eliminate the smallest amplitude wavelet coefficients and perform the IDWT, the result must be close to the original signal. After that, we compare the asymmetry coefficient obtained for the original signal to that measured over the reconstructed one, called here compact wavelet representation. The methodology steps are summarized in Fig. 5.

As shown in the diagram above, we also use the Root Mean Squared Error (RMS) to verify how far the reconstructed series are from the original one.


Figure 4 - Signals generated by Kuramoto-Sivashinsky system.


Figure 5 - Diagram illustrating the methodology.

## 5. RESULTS AND DISCUSSION

Gradually increasing the threshold, defined at each iteration as the minimum absolute amplitude of the signal, we generated a set of asymmetry variations and plotted them for $L z$ and $K S$ series. Fig. 6 presents the asymmetry variation against the RMSE values measured over the $L z$ signal reconstructed in each compactness degree. According to [11], asymmetric matrices, where $f \geq 400$, with size about $32 \times 32$, can be compared when the standard deviation of the gradient asymmetry coefficient is of the order $10^{-3}$.

The compactness degree is supposed to be directly proportional to the signal degradation. Thus, as long as the signal is degraded, as expected, the asymmetry coefficient $g_{1}$ gets more distant from the one measured over the original series, what in $L z$ series seems to go faster beyond analysis functions characterized by a higher number of null moments in the decomposition phase, given here by families $\{3,1\}$ and $\{5,1\}$. The opposite behavior is observed for $K S$ series, as shown in Fig. 7, probably due to the anti-persistent behavior of $K S$ series, which makes its compact wavelet representation more dependent on the high frequency information contained in the detail coefficients. In fact, although $L z$ and $K S$ represent chaotic systems, they are intrinsically different. While the $K S$ variability is generated from a single state variable, the $L z$ variability comes from a set of three


Figure 6 - Asymmetry coefficient variation along increasing root mean squared error for $L z$ series reconstructed using families $\{1,3\},\{3,1\},\{1,5\}$ and $\{5,1\}$.
state variables.
No apparent significant changes can be observed in both reconstructed (degraded) series, even with high values for RMSE in $K S$ case. Nevertheless, the asymmetry variation is high enough to loose its accuracy. Fig. 8 shows the difference $\left|K S-K S_{\text {rec }}^{\{5,1\}}\right|$, where $K S$ is the denomination for the original series, and $K S_{\text {rec }}^{\{5,1\}}$ relates to $K S$ series reconstructed using $\{5,1\}$ analysis function.

Note that, as shown in Fig. 9, for the $L z$ system, there are much more "disregarded" structures than to $K S$.

It's also relevant to consider the rate of significant points necessary to produce a compact wavelet representation with no loss of information in the context of the asymmetries and irregular fluctuations measured by GPA. Table 1 shows the minimum number of significant points for each function analysis.

Table 1 - Number of significant points.

| Series | $\{\mathbf{1 , 3 \}}$ | $\{\mathbf{3 , 1}\}$ | $\{\mathbf{1 , 5}$, | $\{\mathbf{5 , 1 \}}$ |
| :--- | ---: | ---: | ---: | ---: |
| Lz | $95.14 \%$ | $47.81 \%$ | $95.12 \%$ | $23.60 \%$ |
| KS | $70.06 \%$ | $48.97 \%$ | $83.90 \%$ | $49.17 \%$ |

The most remarkable result is about reconstruction of $L z$ signal using family $\{5,1\}$. As we can see in the table above, this analysis function is able to reconstruct $L z$ series using only $23.51 \%$ of the detail coefficients, with no loss of infor-


Figure 7 - Asymmetry coefficient variation along increasing root mean squared error for $K S$ series reconstructed using families $\{1,3\},\{3,1\},\{1,5\}$ and $\{5,1\}$.
mation of the characteristic nonlinear underlying process. As said before, it can be associated to the persistent behavior of Lz dynamics, comparing to the anti-persistent variability of KS process.

## 6. FINAL REMARKS

Our promising results indicate that, with some improvements, the method can be used to indicate the robustness of GPA and work as an additional tool for measuring asymmetry more efficiently. One of the improvements and additional analysis that can be done in our methodology, already evolving to be published soon, includes to incorporate other families of the same orders analyzed here, say $\{2,4\},\{3,3\}$, with order 6 , and the fourth order $\{2,2\}$.

Finally, by comparing the results for $K S$ and $L z$, it is clear that higher order decomposition has enhanced the coefficients reduction in $K S$ series, while higher order reconstruction has enhanced coefficients reduction in $L z$ series. In practice, this behavior indicates that, for different chaotic dynamics, one can find different biorthogonal families more appropriated to represent each one with maximum compactness. In order to verify such dependence, a complementary analysis which does include other chaotic dynamics will be performed, and research along these lines is currently in progress.


Figure 8 - Absolute difference between the original KS series amplitude values and the ones obtained by its reconstruction using family $\{\mathbf{5}, \mathbf{1}\}$.


Figure 9 - Absolute difference between the original Lz series amplitude values and the ones obtained by its reconstruction using family $\{\mathbf{5 , 1}\}$..
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