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1.
Introduction

Numerical weather forecasts and climate predictions have been performed at CPTEC since 1995 using the spectral numerical global circulation model, CPTEC/COLA AGCM with T62L28 resolution. Due to the chaotic behaviour of the atmosphere, it is desirable that a prediction be a result of several integrations with different initial conditions. The technique of ensemble prediction reduces the impact of the initial condition uncertainty on the final result. In climate prediction the initial sates are given by conditions of consecutive days. However, in weather forecast there are several methods to generate the initial conditions which must represent the initial uncertainty of the analysis field. In this paper the ensemble prediction system used at CPTEC is shown for both weather forecast and climate prediction. 

2.
Ensemble Prediction System for Weather Forecast

The ensemble prediction technique for weather forecast was implemented at CPTEC by Coutinho (1999) and the generation of perturbations is based on the method of Zhang (1997) for hurricane prediction. Although this method is used for tropical regions, it can be applied to other regions of the globe. Other methods are based on linear dynamic instability which are not appropriated to generation of perturbations in tropical regions. Thus, for South America which has a large area in the tropical region, the Zhang’s method is the most adequated. The technique follows the steps 1 to 6:

· Small random perturbations are added to the conventional analyses.

· The model is integrated for 36 hours, using the perturbed and not perturbed (control) initial states.

· At each output the difference between the results generated from the control and the perturbed  initial state are calculated.

· An Empirical Ortogonal Function Analyses of the difference fields is performed to obtain the eigenvectors associated with the highest eigenvalues, that will be considered as the fastest growing perturbations.

· Some of these eigenvectors are taken to build up a set of optimum perturbations (the fastest growing perturbations) 

· These perturbations are then added and  subtracted from the control initial sate to build a set of different initial conditions.

During the implementation of the method at CPTEC some specific characteristics were different from Zhang (1997). Nine random perturbations were applied on step 1. The time interval for the output of step 2  was 3 hours. In step 5, only the first eigenvector was taken for the optimum perturbation. Following the step 6, 19 initial conditions were obtained adding and subtracting the optimum perturbation from the control, plus the control state. 

The perturbed fields are wind and temperature. The magnitude of the perturbation must be similar to the magnitude of the forecast error in 3 hours, 3m/s for wind and 0.6 K for temperature. In order to keep the same root mean square of the initial error during the growing process, the standard deviation of the perturbations with respect to the grid points is calculated, which is 1.5 m/s for the wind field and 0.7 K for temperature. Following Toth and Kalnay (1997), other values can also be applied, 5m/s for wind and 1.5 K for temperature. The implementation of the method at CPTEC differ to that used by Zhang (1997) in the area of application. In the hurricane forecast, the EOF is applied only to the area close to the system, while CPTEC considers a larger area.  In the experiments performed by Coutinho (1999) the method was applied in two regions: A (300S-300N) and  B (450S-300N) around the globe. An example of perturbation temperature based on EOF method and from the random process for one of the analysed cases is presented in Fig.1. The perturbed field based on EOF method shows an organized pattern compared with the random perturbation. 
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Fig. 1- Perturbations of temperature at sigma level 0.694 (a) based on EOF method; (b) from random process  (Coutinho 1999).

Verification analyses include the calculus of  the skill which is obtained from:




P is the forecast; C is the climatology and  A is the analysis.

The skill for the zonal wind of the control and the ensemble of several regions obtained in one of the analysed cases are shown in Table I. The skill is calculated in three areas at low and high levels, considering the control and the perturbed states in areas A and B and different magnitude of errors for wind and temperature perturbations. In the three analysed areas, the skill is higher when the ensemble mean is considered and when the results were obtained applying  perturbations with higher magnitude.


Level
Region
EXPER.
Forecast day





1
2
3
4
5
6

SKILL  (%)   Zonal Wind   Field
850 hPa
(I) Tropics

20S/20N

 0/358.125E
Control
82.05
74.10
69.34
60.30
51.81
43.46




AZ
82.51
75.06
70.27
61.75
51.50
43.76




BZ
82.58
75.25
70.49
61.87
51.80
43.60




A
83.09
75.97
70.89
62.64
53.17
44.51




B
83.16
76.00
71.04
62.73
52.86
44.47



(II) South America 60S/15N  101.25W/11.25W
Control
88.72
84.65
76.24
57.06
55.25
49.21




AZ
88.84
84.99
76.91
59.00
57.49
53.10




BZ
88.84
85.05
77.40
59.45
58.08
53.30




A
88.72
85.05
77.71
59.93
57.77
56.14




B
88.88
85.26
78.57
62.30
57.12
55.53



(III)South America  45S/15S 

 90W/30W
Control
90.85
89.48
80.67
65.74
50.78
28.59




AZ
90.84
89.98
81.43
65.47
53.64
39.36




BZ
90.83
90.04
82.49
66.40
55.72
37.14




A
90.61
89.93
83.16
66.23
54.94
42.67




B
91.03
90.28
85.49
70.16
53.25
41.29


250 hPa
(I) Tropics

 20S/20N    0/358.125E
Control
92.54
86.47
81.18
75.02
72.90
61.52




AZ
92.75
87.06
82.60
76.67
74.33
65.06




BZ
92.78
87.13
82.61
76.47
73.99
64.91




A
92.70
87.80
84.17
77.66
75.00
67.21




B
92.71
87.98
84.29
77.64
74.81
67.02



(II) South America 60S/15N  101.25W/11.25W
Control
92.22
86.90
86.92
75.41
65.32
62.77




AZ
92.24
87.59
87.73
77.91
68.55
70.76




BZ
92.38
87.72
87.86
77.12
67.54
70.18




A
92.08
88.27
88.62
79.76
69.36
74.18




B
92.25
88.38
88.85
80.47
68.18
72.30



(III)South America 45S/15S

 90W/30W
Control
91.83
90.76
89.62
71.90
75.29
49.40




AZ
91.79
91.65
90.65
75.24
78.98
68.66




BZ
91.95
91.74
90.66
73.42
78.13
66.52




A
91.65
91.93
91.65
76.72
80.62
73.86




B
91.77
92.00
91.98
77.84
78.97
70.59

Table I- Skill of the zonal wind at low and high levels for the ensemble and control, in 3 regions. 

AZ and BZ: 0.7 K for temperature and 1.5 m/s for wind field.

A and B: 1.5 K for temperature and 5 m/s for wind field.  ( Coutinho 1999)

Other analyses which show the behaviour of the members ensemble is the spread of members, the spaghetti plot and cluster analysis. The spread which is the rms of the members relative to the ensemble mean provides a measure of the relative confidence on the forecast.  The spread indicates the members variability, higher values representing less confidence on the results. Fig.2a shows an example of spread. The spaghetti plot (Fig.2b)  shows the spatial behaviour of all members.  Cluster analysis indicates possible scenarios for the forecast when different results can be grouped in sub-sets of similar behaviour (not shown).
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Fig.2- (a) Spread field (RMS)  for  meridional wind at 850 hPa  on  6th  day forecast ;

           (b) Spaghetti diagram for geopotencial at 500 hPa on 6th day forecast (Coutinho 1999).

3.
Ensemble Prediction System for Climate Prediction

The same AGCM CPTEC/COLA with T62L28 resolution is used in the seasonal prediction at CPTEC. Two sets of integrations are performed monthly to obtain the seasonal prediction. One set uses the  persisted SST anomalies in all oceans and the other one uses predicted SST in the tropical Pacific  and tropical Atlantic. NCEP SST prediction which is obtained from a coupled ocean-atmospheric model is applied to the Pacific.  A statistical model, SIMOC, is used to obtain the  predicted  SST in the Atlantic Ocean. 25 initial conditions from 25 consecutive days are used to obtain an ensemble mean and to analyse the member’s dispersion in specific areas (Cavalcanti et al. 1999).

Seasonal prediction results are discussed in monthly meetings at CPTEC and the members behaviour are analysed in several regions of Brazil. The analyses show that frequently in the Northeastern and Northern Brazil there is convergence among the majority of members  but in the southeastern Brazil the members dispersion is high and this feature reduces the predictability in that region. In other areas of South America the dispersion is not so high as in the southeastern region, but is higher than that in Northeastern and Northen region. An example of the members dispersion is shown in Fig.3.
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Fig.3: Members dispersion in Northern and  Southern Brazil  from June to November 2000 

The behaviour of the model submitted to observed SST was analysed in a simulation of 10 years using nine initial conditions. Climatological characteristics and interannual variability of the atmosphere  simulated by the model were discussed in Cavalcanti et al.  (2000) and Marengo et al. (2000). The model simulated well the main climatological features, the seasonal and interannual variability, but there were systematic errors in several regions. The ensemble members verification is analysed taking the average of the climatological precipitation or anomaly precipitation in specific areas for each member result and comparing with the ensemble mean and the observed data. The climatological results showed very good convergence among members in several areas of the globe, and the annual cycle was well detected by all members.

Additional analysis of the simulation results have shown that the ensemble precipitation anomalies over South America are well detected in the extreme ENSO years, when the SST forcing is strong, but in other years, the dispersion among members are high and some members reproduce the observations better than the ensemble mean. One example is shown in Fig.4, 5 a,b for SON precipitation anomaly over Southern Brazil. Fig. 4 shows the verification in terms of the members probability in simulating the correct anomaly sign. The highest probabilities are found for 1982, 1985, 1986, 1988 and 1989, that are ENSO years. The anomalies of nine members for each year, the ensemble mean and the observed anomaly is seen in Fig.5a.  In 1982, 6 of the 9 members simulated the right sign, and in 1988, 7 of the nine members had the same sign than the observed anomaly. On the other hand, in 1991 only 2 members simulated the correct anomaly, and the ensemble had opposite sign. In this case, the probability was close to 20%. The dispersion of the members ensemble is presented in Fig. 5b where we can see the convergence of majority of members in 1982, 1985, 1986,1988 and 1989.

Fig. 4- Percentage  of members with correct sign of precipitation anomaly in SON (1982-1991)
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Fig. 5-  Precipitation anomalies for Southern Brazil (600W-400W; 250S-400S) from the simulation of SON 1982 to 1991 using the CPTEC/COLA AGCM  referent to each member, the ensemble and the observation. (a) Members distribution; (b) Members dispersion.

The results of seasonal prediction are presented in form of the ensemble mean anomaly field, plumes of several areas and probability charts. Based on the behaviour of the model in the long range simulation, a probabilistic prediction is calculated from the results of the ensemble members in the seasonal prediction. Fig.6 shows an example of this probabilistic prediction. The selection is made considering the tercile (above, normal, below)  of the predicted anomaly .
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Fig.6- Probabilistic Prediction for SON 2000 based on  results of 25 members from integrations of  CPTEC/COLA AGCM  using Pacific Predicted SST and Persisted SST anomalies in other oceans. 

4.
Conclusion

The method of generating perturbations for ensemble weather forecast capture the effects of the model’s physics, such as cumulus convection, which is essential for prediction in tropical regions. The experiments using two kinds of error magnitude for the perturbations showed the importance of estimating adequately the initial errors. The EPS implemented at CPTEC applies the perturbation method only to temperature and wind fields but as suggested by Coutinho (1999) the method is being applied in an experimental way  also to other fields, such as the humidity field.

The seasonal prediction using the probabilistic method is a more appropriated way to provide the results taking into account that the prediction can not be deterministic due to the uncertainty in the initial conditions. Other verification analysis for climate prediction using ensemble results is being implemented at  CPTEC, such as reliability and ROC diagrams which shows the predictability of the model in specific areas.
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