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Abstract - A method to design stabilizing controllers for a
class of discrete time varying systems with bounded time
variance is presented in this contribution. It uses the
guaranteed cost concept to assess the system's
performance and the direct method of Lyapunov for
stability considerations. Thus it resorts to techniques
already known for uncertain systems. The controller
determined using this method is given in terms of the
solution to one of two modified Riccati equations.

I. INTRODUCTION

HE guaranteed cost control (GCC) concept was
introduced by Chang and Peng (1972) [3] in the context

of uncertain systems. Uncertain systems are systems whose
parameter variations, although unknown, lie within known
bounds. The guaranteed cost control concept naturally relates
to stability considerations via the direct method of Lyapunov
(Chang and Peng, 1972). Initially it was discussed only for
continuous time problems with finite time horizon. Its use for
discrete time problems with finite time horizon was reported
by Konstantinov et alii (1981) [10], and for discrete time
problems with infinite time horizon by Kienitz (1990) [7] and
[8]. A guaranteed cost control law is given in terms of a
positive definite Lyapunov matrix calculated such that the
system's stability is guaranteed via a negative Lyapunov
difference [5] and [6]. The Lyapunov matrix itself allows for
the determination of an upper bound on a designer chosen
quadratic performance index (cost). This bound is
denominated a guaranteed cost.

As system optimality loses its usefulness in the presence
of parameter uncertainty, the guaranteed cost approach offers
a substitute to system optimality. Since system optimality
with respect to quadratic performance indices in infinite time
horizon problems also loses its usefulness in the presence of
time variance in general, even if the form of the time variation
is known, the guaranteed cost approach is now used for
discrete time varying systems.
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In this contribution only the special class of linear discrete
time varying systems described in section 2 is considered.

II. PROBLEM STATEMENT

Consider the time varying system in [4] and [9]:

( ) ( )[ ] ( ) ( )[ ] ( )kkBBkkAA1k uxx ∆++∆+=+
( ) 00 xx =

(1)

where:

( ) n k Rx ∈   is the state vector;

( ) m k Ru ∈  is the control vector;
x0 is the initial condition;

nxmnxn B,A RR ∈∈ ;

( ) ( ) pxn
1

nxp
111 RE,RD,EkFDkA ∈∈=∆ ;

( ) ( ) pxm
2

nxp
222 RE,RDEkFDkB ∈∈=∆ , and

( ) ( ) pTTT ,kFkF R∈ξ∀ξξ≤ξξ .

A quadratic performance index is given to assess the
performance of the controlled system:
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=
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where Q > 0  is symmetric.

 The following are sought:

- a stabilizing time varying state feedback controller
( ) ( ) ( )kkKk xu −=  for system (1).

- an upper bound on (2) for system (1) subject to the
stabilizing controller.

III. PROBLEM SOLUTION

The problem solution is presented in the form of two
theorems. Depending on the nature of the time variance of
system (1), one or the other theorem may be applicable. In
particular two distinct cases with respect to the structure of
the time variance are considered: matched time variance (the
range spaces of ∆A and ∆B lie in the range space of B, i.e., D
= BX, for some suitable X), and the mismatched case (the
range spaces of ∆A and ∆B do not lie entirely in the range
space of B) [1].
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Consider this controller form:

( ) ( ) ( )u xk K k k= − (3)

where:

 ( ) ( ) ( )[ ] ( ) ( )K k B k P B k B k PA k
T T=

−1

,

and the following  notation:
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Theorem 1:
Consider a linear discrete time varying system (1) with known
time variance. Further suppose that the columns of D1  and D2

are linear combinations of the columns of B. If the pair (A,B)
is controllable and ( )[ ]B B k+ ∆  has full column rank, a
stabilizing controller for the system is given in (3) where P is
the positive definite symmetric solution of the Riccati
equation:

A PHA P QT − + = 0 . (5)

Furthermore the controlled system is optimal with respect to
(2) and the value of the cost is given by J PT= x x

0 0
, where x0

is the initial condition of the system. n

Proof: see the Appendix

Theorem 2:
Consider a linear discrete time varying system (1) with known
time variance. Further, suppose that only the columns of D2

are linear combinations of the columns of B. If the pair (A,B)
is controllable and ( )[ ]B B k+ ∆  has full column rank, a
stabilizing controller for the system is given in (3) where P is
the positive definite symmetric solution of the Riccati
equation:

( )1 0
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γ
ε
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and P satisfies ( )P P DD T= +−
−

1

1
1~ ~ , for some positive definite

matrix P1 and some ε > 0 .
Furthermore the value of the cost is given by J PT= x x

0 0
,

where x0  is the initial condition of the system. n

Proof: see the Appendix

IV. ILLUSTRATIVE EXAMPLE:

For the purpose of illustration consider the following
system [2], [8] and [9]:
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where f(k)  g(k) e (k)≤ ≤ ≤1 1 1h  are known parameter
variations in time.
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and consider the quadratic performance index (2) so that:
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This system can be stabilized using theorem 2. The
positive definite symmetric solution to (6) with Q as given
above is:
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A stabilizing controller is found from (3):
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The solution to the modified Riccati equation was found
using an iterative algorithm similar to that proposed by Strejc



(1981) [11] for Riccati equations.
The system was simulated using the parameter functions

depicted in Figure 1.
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Figure 1: Parameters for system (7)

The system response is shown in Figure 2, together with
the response of the system subject to the optimal controller
designed for the nominal system, i.e. the system with
h(k) =  g(k) = f(k) ≡ 0.
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Figure 2: System response
V. CONCLUSION

In this contribution it was shown how the guaranteed cost
results derived for uncertain discrete systems can be applied
to the design of stabilizing controllers for time varying
discrete systems.
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APPENDIX

Proof of theorem 1:

Lyapunov theory will guarantee the stability of the controlled
system (1) if:

( ) ( ) ( ) ( ) ( )∆V k P k k P k
T T

x x x x x= + + − <1 1 0 (11)

Using the control law (3):
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This yields:
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Because the time variance of system is considered matched
assumption the third term of the inequality above is equal to:
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( ) ( )

A A P B B FE B B FE P B B FE

B B FE P A A

T T

T

+ + + +

+ +

−

∆

∆

α α α

α

2 2 2

1

2

K

K
(14)

which can be rewritten as

( ) ( ) ( )A A P B B PB B P A A
T T T+ +−∆ ∆1 (15)

Thus:

( ) ( ) ( )[ ]( ){ }∆ ∆ ∆V A A P I B B PB B P A A PT T T Tx x x= + − + − <
−1

0 (16)

and using H from eq. (4) the following results:
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Using ( )∆A D F k E=
1 1

 the eq. (17) can be written as:
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which yields to the Riccati equation given in the Theorem.
The optimality of the controller is demonstrated starting from
the general form of an optimal controller for a time varying
system and substituting the expressions for ∆A and ∆B into it.

Proof of theorem 2:
Lyapunov theory will guarantee the stability of the controlled
system (1) if:

( ) ( ) ( ) ( ) ( )∆V k P k k P k
T T
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Using the control law (3):
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In this case the time variance in B is considered matched

assumption and the time variance in A is considered
unmatched assumption. Substituting them in the inequality
above the resulting form is:

( ) ( )∆ ∆ ∆ ∆V A P HA A PH A A PH A PT T T Tx x x= + + − <2 0 (22)

Using the claims 1 and 2 presented in [8] the inequation
above may be rewritten as:
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Using ( )∆A D F k E=
1 1

 this inequality is equivalent to:
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Using the claim 3 presented in [9] thus one is:
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which yields to the Riccati equation given in the Theorem.
The demonstration of guaranteed cost is given in [8].


