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ABSTRACT: 
 
Image registration is the process of overlaying two or more images of the same scene taken at different times, from different 
viewpoints, and/or by different sensors. The present differences between images are introduced due to different imaging conditions. 
As image registration geometrically aligns two images—the reference and non-corrected images, it becomes a crucial step in all 
image analysis tasks. Image registration is mainly divided into three steps: first is to choose matching points between the non-
corrected image and the reference image, second is to determine the parameters and type of the mapping function with these 
matching points, third is to use mapping function to transform the non-corrected image. Among them, the selection of matching 
points usually adopts artificially selection manner whose efficiency is quite low. This paper will combine Harris algorithm, 
standardization cross-correlation algorithm, and least mean square algorithm to automatically match the Landsat-TM images. This 
method can produce matching points with high precision, and without manual work it also saves a lot of time.  
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1. INTRODUCTION 

With the development of space technology, remote sensing has 
become an important data source. How to effectively use the 
information of the multi-band remote sensing images received 
from different sensors, different time to study environment and 
sustainable development process is an urgent new issue of earth 
observation [1]. In remote sensing image processing and analysis 
process, images have relative difference in geometry and 
radiation, which requires the registration of images prior to the 
analysis. Image registration is to align or broadly match two or 
multiple images from the same scene received by the same or 
different sensors (imaging conditions), in different conditions 
(weather, illumination, location and angle photography, etc).  

Image matching is a crucial step in image registration.   Existing 
automatic image matching methods can be divided into two main 
categories: region-based methods and feature-based methods. 
Region-based approach is often called template matching 
method [2], which combines the image feature detection and 
matching. Such methods do not try to detect a significant object 
in the image, but with a predefined size of the window image 
even the whole image to estimate the response. Fourier method 
and mutual information method belong to the region-based auto-
matching method [3]. On the other side, the feature-based 
matching method is dependent on a significant image feature 
extraction. Obvious area (forest , lake , field ), line (regional 
boundary, coastline, road, river) or point (region corner, line 
intersection) can be considered as feature. Alhichri and Kamel [4] 

proposed the idea of virtual circle, using distance transform 
method to extract invariant area features. Reference [5] used 
Harris operator in edge detection and corner points, and 
neighborhood affine invariant in the feature extraction. Line 
feature detection methods include the standard edge detection 
operators such as Canny operator, Gaussian Laplace and so on. 
Reference [6] introduced the existing edge detection algorithm 
and its evaluation. Li, et al [7] proposed a method which aims to 
detect the feature of the distorted image (with speckle noise of 
SAR data) on the basis of line features in the reference image 
(multi-spectral data). References [8-11] made a comprehensive 

and detailed introduction about both the classic and the latest 
corner detection algorithms, and especially in [11], the 
positioning characteristics of the detection operator were also 
analyzed. Since the corner is of good invariance when 
deformation occurred in the image, and it is easily perceived by 
the human eye, the corner is often used as control point. In 
addition, the method based on spatial relations [12], the constant 
descriptor methods, relaxation matching method [13] and the 
pyramid and wavelet methods are also part of feature-based 
image matching method. 

Image registration process can be divided into three basic steps. 
First, select matching points between the distorted image and the 
reference image. Second, determine the parameters and types of 
the mapping function by the matching points. Third, transform 
the distorted image using the mapping function. But the manual 
selection and measurement of matching points is tedious, 
particularly in a production environment. In order to solve the 
problem, this paper introduced a new method of automatic 
matching points selection. The main idea of this method is: using 
the Harris corner detection operator to generate multiple feature 
points in the reference image, and determining a target window 
centered in each feature point. Then the template is moving in 
the corresponding search area in the distorted image, while the 
similarity comparison is calculated between the area covered by 
the template and the target window to find the location of 
maximum similarity. At last, the LMS algorithm is used for 
positioning the matching point, and ultimately determining the 
matching point pairs. 

2. PRINCIPLES  

2.1 Hirris Corner Detection Operator 

One of the earliest corner detection algorithms is the Moravec's 
operator. The basic idea of it is that the corner can be easily 
recognized in a small window, because the shifting of the 
window in any direction should give a large change in intensity. 
The change of intensity for the shift [u,v] can be represented as 
following: 
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where I (x+u, y+v) means the shifted intensity, I(x, y) 
means the original intensity, and w(x, y) means the 
window function where Gaussian function can usually be 
used. 

Harris [14] improved Moravec's corner detector, by 
considering the differential of the corner score with 
respect to direction directly, instead of using shifted 
patches. It aims to find points with large corner response 
function, and takes the points of local maxima of this 
corner response. Average intensity change in direction 
[u,v] can be also expressed as a bilinear form (1): 
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Here, xI 、 yI  represent the derivative of the image in the 

horizontal, vertical direction. Similar diagonalization of the M: 
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In formula (3) , 1λ  and 2λ  are eigenvalues of M. So each pixel 
corresponds to such a quaternion matrix. As R can be seen as a 
rotation factor, the change of intensity can be analyzed only by 
the eigenvalues: when 1λ  and 2λ both are small, defined as a 
flat area; when one large and one small, defined as the edge; 
when both are large, defined as a corner. Specific formula (4) is 
used to express this idea: 

2det ( )Cornerness M k traceM= −       （4） 
where    1 2det M λ λ=   ,  1 2traceM λ λ= +  . 
Cornerness means the measure of corner response, and detM, 
traceM respectively represent the determinant and trace of M. A 
good (corner) point should have a large intensity change in all 
directions, i.e. Cornerness should be large positive. 
 
2.2 Normalized Cross Correlation（NCC） [15] 

Normalized cross-correlation method uses statistical theory to 
automatically find matching points in the two images. An n-by-n 
“target” chip T (“template”) is selected in the reference image 
and an m-by-m “search” chip S, with m greater than n, is selected 
in the distorted image. A“template match” spatial similarity 
metric is calculated by sliding the target chip over the central n-
by-n region of the search area (Fig. 1), multiplying the two 
arrays pixel-by-pixel, and summing the result for each shift 
location (i,j).  

 
Figure 1. Example for template and search area 

（the target or the template size is 5×5，where n=5, and the search 
area is 9×9，where m=n+4）

 
(a) reference image                           (b) distorted image 

Figure 2. Example for NCC 
The NCC used for finding matches of a template t(x) of size n in 
a signal G(x) of size m is defined as 
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where the summations are over all template coordinates, tG is 

the mean of the template and sG  is the mean of the region 

under the template in the other image. 1, 2n n respectively 
means the size of the template and the region under the 
template in the other image. 
  
2.3 Least Mean Square（LMS）[16] 

LMS algorithm is used in this study to locate exact position of 
matching points between the template and the sifting window 
which has been found as the matching result (chip) in the 
distorted image. It aims to find the minimum of the square of 
intensity difference between the template and the chip by 
adjusting the geometry of radiation (affine transformation as an 
example). And then, the matching point in the chip need to be 
relocated in the transformed chip, as a result the new position of 
the matching point would be of higher accuracy.  
 

 
Figure 3. LMS illustration [Schenk,1999] 
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3. MAIN PROCESS 

In this paper the automatic image matching method comprises 
Harris algorithm, NCC algorithm and LMS algorithm. Harris is 
used for generating multiple feature points in the reference 
image, NCC for area matching between the template and the 
shifting chip in the distorted image, and LMS for the exact 
location of the matching points. First, Harris corner detection 
operator generated multiple feature points in the reference image, 
and a target patch (size of 15 × 15) was determined centered in 
each feature point as the matching template T. And in the 
distorted image we defined a searching area according to the 
original geographical information which was larger than the size 
of the template. The DN arrays are correlated by “sliding” the 
target patch over the search area and calculating Eq. (5) at each 
possible shift position. After finding the most similar chip to the 
template, the LMS algorithm was used for matching point 
positioning, and ultimately determined the matching point pairs. 
Algorithm flow was shown in Fig.4. 

 
Figure 4. Flow chart 

 
4. EXPERIMENT 

This algorithm used a full scene Landsat-TM (119/042) image 
for experiment. The orthorected image data obtained on 15 June 
1986, with TM projection, WGS84 ellipsoid, and spatial 
resolution of 28.5m, was selected as the reference image.  

The distorted image data was the same scene obtained on 28 
February 2008, systematically corrected with TM projection, 
WGS84 ellipsoid, and spatial resolution of 30m. This image has 
a initial positioning accuracy of 46 pixels, which is about 1380 
meters. 

Band4 of both images were used in the experiment, after the 
computation we got 532 matching points shown in Fig.5, and a 
more detailed representation in Fig.6. 

 

 

 

 

 

 
 

Figure 5. Matching result 

                                             

 

 

 
 
 
 
 

 (a) Distorted image                  (b) Reference image 

Figure 6.  Part of Fig.5 
Furthermore, we also compared this result with the one obtained 
by auto-matching model in ERDAS software with the same 
experiment image data, shown in Tab.1. 

Table 1. Result comparison 

Methods Num of 

points 

X-Error 

(pixel) 

Y-Error  

(pixel) 

Error 

Presented 

method 

523 0.69 0.43 0.8130 

Erdas 

auto-

matching 

350 0.78 0.35 0.8549 

In contrast, our method and auto-matching in ERDAS had 
similar accuracy, but the former produced more matching points 
than the latter. At the same time, the format conversion from the 
original Landsat-TM to “.tiff” or “.img” is not necessary in our 
method but needed in ERDAS auto-matching, which is more 
efficient, and more suitable for processing distorted images in 
engineering batch mode. 

 
5. CONCLUSION 

The algorithm described in this paper was developed for the 
Landsat-TM image registration as the basis for further 
processing. It has been used in a number of related projects 
especially in the engineering situations, as the computer applied 
control action directly to the process without manual intervention. 
However, the downside is, if the image to be matched has the 
local deformations, the result in the selected matching points will 
have lower accuracy. 
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