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ABSTRACT

Last ten years’ simultaneous X-ray and radio ingesbns have suggested that the
acceleration of the particles or heating is ocogrmear photosphere where densities are
around 18 — 10° cn? this region. These densities correspond to enmissidhe decimetric
band, and hence generated interest in the decirhatet observations. There is lack of the
dedicated solar radio heliograph operating in therdetre range. Hence development of the
Brazilian Decimetric Array (BDA) operating in theefjuency range has been initiated .Some
of the fundamental investigations that can be edrout by BDA are: energetic transient
phenomenon, coronal magnetic filed and its timdwgian solar atmosphere.

INTRODUCTION

In last fifty years resolutions — frequency/eneitgye and spatial - in all wavelengths have been
gradually improving. Observations in radio wavelktisghave significantly contributed to better
understanding of the following fundamental probldmsolar flares a) energy storage and its release
b) site of acceleration c) acceleration/ejectiod sansportation of the particles. Pick et al. (M%&nd
Bastian et al. (1999) have reviewed these obsenstiWhat sciences can be done with radio
observations was discussed well in workshop at &ywtd is summarised in Nobeyama proceedings
by (Bastian et al., 1998 a). Moreover, Bastian let(2999) have clearly shown the need of high
spatial/time resolution solar observations in teeiheter band.

Solar flares represents explosive phenomena ofdler activity releasing energy as large as
10°°— 10 ergs, either by heating of the plasma or accéfeyaif particles, in majority of case in
chromosphere. In the impulsive phase of the fldesting for couple of minutes particles are
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accelerated up to 200 kev.

Some of these patrticles get trapped in the loopt@vel to and from spiralling in helical orbits
around the magnetic field lines generating microgyawillimetre and centimetre broad band emission
by gyrosynchrotron mechanisms (Kundu, 1965). Ondtieer hand some of these patrticles travel
along the open magnetic field lines in the diractid the corona or in the closed magnetic fiel@édin
in the direction of the photosphere. By beam —mbadnteraction these beams generate metric -
decimetric type Ill bursts and their variants ie th meter and decimeter bands respectively. Asethe
beams precipitates in the loop foot points of thepl they encounter high densities ¥16n? and
generate hard x-rays by bremsstrahlung mechanismetkr it should be noted that the bursts in the
decimeter band are generated mainly by the beasmplanteraction or gyrosynchrotron emission
mechanisms.

Decimetric bursts have been observed since 196@a@mtthued in the same way up to 1970 and
these observations remained to be stagnant for tiomg However around 1980 for the first time
Skylabobservations indicated that the soft X-rays areeged in the solar atmosphere at height ~2 x
10" km above the photosphere where densities are @rath— 10° cn® (Moore et al., 1980).
Recently investigations of X-ray by Ohyama and 8tab(1998) suggested that flare processes are
occurring around the above mentioned densitiess,T$uggesting that the acceleration of the pasticle
or heating is occurring near this region. Thesestlies correspond to emission in the decimetriaban
and hence regenerated interest in the decimetelr dizservations.

Existing theories in 1960 — 1970 suggested thaintkdc emission generated due to beam
plasma interaction by the beams traveling towandsphotosphere would be strongly absorbed by the
strong free — free emission, which is proportidoatlectron density.

However, following theoretical development in thstimations of the free — free emission
suggested possibility of decimetric observationsvalil 000 MHz:

a) Solar atmosphere is not homogeneous and contaiai-srale (length) high electron density
irregularities due to fibrous nature of the magndield. Thus estimations of the free — free
emission taking into consideration irregularitingdensities will substantially reduce optical depth
and hence allowing escape of decimetric emissiongaithe density gradients.

b) In addition to that if emissions were to be dueptasma emission mechanisms which are
preferentially at second harmonic optical deptfuither reduced by factor of 16 in comparison to
that of the fundamental (Dulk, 1985).

Stahli and Benz (1987) showed that second harmemissions can be observed up to or more
than 6000 MHz considering presence of small scal®Gkm — irregularities. However fundamental
emission at 1000 MHz will be strongly absorbed.

Several high resolutions decimetric spectroscopese wut into regular operation in the last
decade in the frequency range of (1000- 8000) MH®y have been summarised @§riiger and
Voight, 1999) and recently by Sawant et al 2001r&lexists a very few observations of sources sizes
of the decimetre type lll like bursts observed rywLarge Array (VLA) (Gopalswamy et al., 1995).
Observations of the active regions at few spotueagies in the decimeter range and that of the long
duration bursts are obtained by using Ovens Vatlaglio heliograph and VLA. However, there is lack
of radio heliograph above 1000 MHz with high timelaspatial resolutions mostly dedicated for solar
observations. Brazilian Decimetric Array (BDA) wiill this gap for solar observations. However
BDA can be also used for non-solar observationgsdwgolar minima and at night times.

In addition to that BDA will complement observattomade by Nobeyama Radio heliograph at
17 and 35 GHz (Nishio et al., 1995) RadioheliograpiNancy (Nancy,1993), operating at 169, 327
and 408 MHz and Gauribidnur Radioheligraph opega#in40 — 150 MHz (Subramanian et al., 1994,
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Ramesh et al.,, 1999). Combined observations of gbive regions will lead to continuous
investigations of the time evolution of the actinagions at various altitudes. This is essential for
predications of the solar activities and understapaf the fundamental problems in solar physics.
Presently monitoring of the active region can beeddy using is Radiolheliographs of Japan,
(Nobeyama), Siberia (Siberian Solar radio Telesc§®RT-), India (Gauribidnur), France (Nancy)
and that of the USA (OVRO). However there is laékttee continuity of the observations between
Europe and USA. BDA will have common time betweemdpe and USA thus will fill this gap, in
addition to that BDA will be unique solar radiolegraph in Southern Hemisphere as shown in Figure
1.
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Fig. 1 Distributions of solar radio telescope in the world showing the |mportance of the position of the
location of the BDA for continuos solar activity monitoring

Thus continuos monitoring of the solar activitiesldaime evolution of active regions will lead
to better prediction capabilities of the occurrenoé the solar disturbances such as solar flards an
coronal mass ejection - CMEs. These are the majosas of the disturbances in terrestrial magnetic
fields and phenomena associated with that.

Some of the fundamental investigations that cacabeed out by BDA are given below:

» ENERGETIC TRANSIENTS PHENOMENAS
Objectives
(i) Release of energy,
(ii) Acceleration of electrons and or heating cdgha.
(i) Transportation of particles
(iv) Creation and destabilization of large scatecures
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* MAGENTIC FIELDS IN THE CORONA
Objectives
(i) Estimation of coronal magnetic fields and
(if) Time evolution of magnetic fields.

* SOLAR ATMOSPHERE
Objectives
(i) Coronal heating
(i) Quite solar atmospheric structures.

LOCATION OF ACCELERATION REGION

In the last decade high resolutions observatioedralmost all wavelengths and interpretations
have lead to suggestion that the flare energyléased in space-time fragmented way (Valhos, 1994,
Brown and Gary, 1994, Anastasiadis and Valhos, 19940 various fine structures including that of
the type llldm bursts are observed during and ptmrthe impulsive phase of the flares. High
resolution spectroscopic observations and thelisttal investigations of the decimetric Illdm sts
above 1000 MHz shows that their total duration386-ms ,frequency range is of about 300 MHz and
in majority cases, 80%, with the positive driftesiMelendez et al., 1999). However there are a few
fixed frequency observations of their positionsof@swamy et al., 1995; Aschwanden et al., 1999).
Bi-directional decimeric type Illdm bursts are wedllated with the position of acceleration region
(Aschwanden et al., 1995; Melendez et al., 1998)usTsimultaneous decimetric spectroscopic and
imaging observations of BSS and BDA respectivel}y g able to map trajectories of the up - down
going beams as shown in the Figure 2. This wilbémanore precise determination of the location of
the acceleration region independent of density hmsoded processes and nature of the liberation of
energy to flares.

CRHOMOSPHERIC EVAPORATION

Chromospheric evaporation has been revised by Amttm et al. (1984 and references therein).
Before the beginning flare — in pre flare phasée-turbulence in plasma of the active region begins
and either it accelerate the particles and/or tiesah. Hot plasma starts rising; this proccess @amn
as chromospheric evaporation (Sturrock et al., 197ABough this is not a proper nomenclature. This
can be inferred by broadening and blue shifts eflithes of Ca XIX and Fe XXV as observed in soft
X-ray.

Until now the process of the chromospheric evapamas investigated by observations of the
soft X-ray and in H-alpha assuming the processhsbmospheric evaporation is the process for
transport of hot plasma. Aschwanden and Benz (1885je first time suggested that chromospheric
evaporation could be investigated by radio obsematin decimetric wavelengths generated by the
beam of the electrons going down in loop and cngssip-going evaporation front. However this is
just a speculation and need to be confirmed by Isimeious spectral and positional observations in
radio, soft X-ray lines and H-alpha observations.

In reality, what is happening is that as hot anasdeplasma rises up it creates a discontinuity in
temperature and density, in the loop. Beam of thet®ns moving towards the foot point of the loop
interacts with this slowly upward moving “shockiritbwhere a optical thickness is reduced due to its
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temperature dependence (*xT*?) allowing to escape high frequency radio emissi the beam
travels further it encounters high densities angelotemperature which increases opacity and radio
emission is absorbed. Thus as the shock front mapesut off in high frequency will be slowly
decreased allowing to infer the velocity of shocinf. Eventually the shock front will come in
equilibrium with loop plasma and enabling escaperadio emission as shown in Figure 2.
Investigations of the relative start timings oftdwdrd x ray, beginning of the high frequency citit o
and its drift rate will enable to determine exaetrgmeters of the chromospheric evaporation.
Simultaneous x-ray, BSS and BDA spectral/positianiagervations for the first time will allow to
estimate the parameters of the chromospheric egapomore accurately.
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Fig. 2 - Left: A schematic representing flare scenario including the region of the acceleration, up/down
going electron beams, chromospheric evaporation front and locations of soft/hard x ray sources, right:
decimetric type lll bursts - RS - with negative drift rates, high drift rate decimetric emission associated
with chromospheric evaporation process, showing high frequency cut off and its slow drift rate
associated with motion of chromospheric evaporation shock front.

DECIMETRIC
EMISSION

FREQUEMNCY

MAGNETIC FIELDS OF THE ACTIVE REGIONS, ERUPTIVE COM PONENT AND CMEs

Active regions

Active regions are composed of various magnetiqpdooontaining hot plasma. The new
magnetic flux also emerges in the vicinity of thesgions. They are observed routinely in optical
wavelengths. However details of the magnetic faflthe active regions are inferred by observations
in EUV and soft X-rays.

Magnetic field at photospheric level is determingg the line observations in optical and
infrared wavelengths and by extrapolation magnégfds in the chromosphere and corona are
determined. These extrapolations are sensitive xacte determination of magnetic fields at
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photospheric levels which are difficult to estimatéoreover they have been extrapolated under the
assumptions that magnetic fields are force freés @agsumption is a questionable. Thus determination
of the magnetic fields by this technique is ambiggio

Low frequency radio emissions of the active regisang up to 5.0 GHz is due to optically thick
gyro-resonance up td"harmonic of electron cyclotron frequency givenfljowing equation: i, =
2.8 xX Hauss. This emission is originated in a thin layer of stamt magnetic field. Thus high spatial
resolutions observations obtained by BDA of thevactegions in the frequency range of 1-5 GHz
will enable to determine the magnetic fields in tbeona and their height dependence.

Burst Component

In the majority of cases for the weak microwavesksrpeak frequency is around 5.0 GHz and
spectra below this frequency is optically thick {@ce and Castelli, 1975). Peak frequency is
dependent upon the intensity of magnetic field gmedangle of source with line of sight. Thus BDA
observations of the well observed weak microwavstbthaving peak around 5.0 GHz will determine
the magnetic field and its time variation in theiges region.

It is well known that radio method is the uniquetinoel to determine correct magnetic fields in
the corona.

Coronal Mass ejection

One of the main objectives of the on going spacather programs is to use the spectral data for
the prediction of the space weather forecast bgguspectral tomographic techniques (Rosa et al.,
2000 and references cited therein). Coronal masgi@y has been turned out to be central point for
investigations of space weather prediction andrdelaestrial relationship programs.

Followings are the main advantages of the detectibrihe CMEs in radio: normally in
observations of optical coronograph solar disk tzutted and hence only CMEs propagating
perpendicular to line of sight are observed. Howéwaadio observations there is no occultation of
solar disk and hence CMEs on the disk can alsdobereed by radioheliographs. In radio CMEs can
be detected in its initial stage and they can lopgnly identified with optical structures on theslkdi
Whereas in optics, they can be identified with ffiemts and emerging loops only after their
occurrences. Sensitivity of radio observations wsatn detect free — free and non-thermal emissions
emitted by CMEs. Thus, increasing the chances @ndens of CMEsBastin and Gary (1997) have
concluded that thermal emission of CMEs due bretmra@dang can be detected by instruments like
BDA type. Hence improving the capability of spaceather prediction program by detection of CMEs
in its initial phase. Program to investigate asstan of CMESs with active regions, current sheeis a
coronal holes is in progress (Srivastava et ab8).9

Majority of solar flares occurs in an active reg@ssociated with the sunspot. However CMEs
can occur outside the active regions some of thiehigh latitudes extending up to the poles. Thus,
occupying very large volumes in comparisons tcefatt makes it difficult to distinctly separatesie
two eruptive events. Flares are associated witlvaditin of eruption of filaments associated with
active regions. However this is also one of theatigres of the association with CMEs. CMEs have
been found to be associated with bright chromosplpatches, which can be easily detected by BDA.

CME consists of dense nucleus, surrounded by hadofieont loop. Piston — shock structure
normally assumed does not explain above mentidmee tcomponents of the CMESs. In many cases it
has been noted that velocity of the front loopasasuper Alfvenic. Then how a CME is expanding?
Kinetic energy transported by CME is normally mdhan a thermal energy and hence a force
responsible of expansion should be of magneticiroriglowever, it is not known what type of
magnetic instability is responsible for activatiohCME.
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During the solar maxima period (2000 - 2004) itl\wé difficult to understand the mechanisms
of launch of CME due to super positions of the iplét events and interaction among the various
active regions. Thus observations in decaying phafséhe solar activity will lead to a better
understanding of these mechanisms, when therebwilh few active regions on the disk. During the
solar maxima one can observe energetic CMEs and rthdio images can be investigated with
simultaneous observations of X-ray obtained by SGIH® LASCO on board of SOHO satellite.

During the decay phase when BDA will be in full oéon, as mentioned above, the
mechanisms of launch will be better understoodc®alkedata of the active regions collected during
earlier years and their investigations related hte activities associated with CMEs will able to
improve the capabilities of prediction of flaresda@MEs. This would consequently enhance the
capabilities of space the weather program, onbefrtain objectives of the development of BDA.

SOLAR ATMOSPHERE

Coronal heating

There exist many models for interpretations of theating of the solar corona. BDA
observations will improve the work done on thedaling models: resonance wave heating (Ofman et
al., 1998) and an old model of Parker (1988) ohtmflares”.

BDA observations of the some of the well observetiva regions collected over a couple of
years will enable determination of the magnetitdéetemperatures and their height variations @ th
loop which will provide the estimates of the ratietlve energy deposit as a function of time and
position. These are the inputs necessary for tmnent wave heating model.

In case of nano-flare model two inputs are requi@de, number of small events occurring
simultaneously over a wide band say from dm- mnubisn —etc. wave length. Such observations
presently are not available.

The other input is energy contents of the smakemirgy release events (Gary et al., 1997;
Goplaswamy et al., 1995; Benz and Krucker, 199@)nFour knowledge so far only one observation
of tiny flares with high sensitivity has been rejedrby Gopalswamy et al (1994), which showed that
energy content of this tiny flare was well above ganonical nano-flare value of’4@rgs. The BDA
can contribute. BDA can observe spatially resolvaao-flares to the limit of its sensitive in the
decimer range, which will enable to determine thergy contents of the nano-flare more precisely.

Background solar radiation

Background radiation is known to be originated meak magnetic field by free- free emission
in solar atmosphere. Microwave radiation is gemeratnder LTE condition and in that case Plank
function is valid and for microwave Rayleigh-Jeanapproximation is valid In that case observed
intensity is directly proportional to the kinetieniperature of the of the emitting sources for alic
thick sources. Optical depth is proportional to 2T Thus by varying frequency one can obtain the
status, temperature — height, of the middle chrgmese, chromospheric and coronal transition
region.

Coronal holes

Coronal holes are of interest. The efforts will imade by using long duration integrated
observations to find the difference between thessimns from surroundings and from coronal holes.
It is known that high velocity streams are coming coronal holes if we can infer the position of
coronal holes it will help us in identifying the gmible path of propagation of these energetic sisea
in the solar wind. This can be used as warningatellites, since it is known that energetic pagscl
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may damage satellite payloads.
EMISSION MECHANISMS OF FINE STRUCTURES

Since 1970 various catalogues of the fine strustimehe decimeter wavebands are published
(Tarstrom and Philip, 1971; Allaart et al., 1996liker and Benz, 1994). Recently, with improved
instrument capabilities more and more fine strieguare discovered. Many plasma instabilities
leading to various mechanisms are suggested fomthepretations of these fine structures. For the
first time BDA can provide positions and dimensiaoisthese fine structures this will improve
capabilities of the interpretation of these fineistures by the theoretical plasma physics communit

CORONAL ROTATION

Solar rotation has been estimated by various teclesi (for recent reviews see Howard (1996).
However, a clear understanding of the rotationaddrsinterior and exterior is still lacking. Cordna
rotation is even less understood and investigd&edently, Vats et al. (1998a) demonstrated a radio
method for the determination of solar coronal fotatVats et al. (2001) have pursued this further b
investigating the flux values at eleven radio fregies, almost simultaneously observed, ten of lihic
are closely spaced between 275-1755 MHz and thefasis 2.8 GHz. Using solar electron density
models these emissions appear to originate indle sorona in the heights ranging from 6 to 15 X
10" km above the solar photosphere.

The later study indicates that the sidereal ratagieriod at the highest frequency (2800 MHz),
which originates from the lower corona around 60%Kin, is ~ 24.1 days. The sidereal rotation period
decreases with height to ~ 23.7 days at lower #aqy (405 MHz), which originates from ~13 x*10
km. This indicates that the solar corona rotatighty faster at higher height. Kane et al. (2004)hg
the same time series however using different teglas for spectral analysis found many periodicities
in the radio flux measurements.

All these investigations use the disc integratethrsfiux and hence can not provide any
information about the differential coronal rotationlatitude. Thus the radio maps of solar emision
the decimetric band will be useful for determinthg differential rotation in latitude and will rer®
the ambiguities present in the above investigatinieh could due to the changes at various latgude
in the solar atmosphere. Moreover, Vats et al. §d9Jound that fractal dimension of solar radio
emissions are minimum around 3 GHz and increasesithar side of the frequencies. Hence high
spatial resolution observations of the active nagiof obtained by BDA in the frequency range of (1-
5) GHz are more appropriate for investigationsayboal rotation and its latitude dependence.

SIMULTANEOUS X RAYS — RADIO OBSERVATIONS

X-ray observations give emission measure and tmpeeature diagnostics, and in the case of
hard X-ray it suggests the presence of nontherraglictes. Radio observations give us similar
information. However they complement each other lagiice simultaneous X-ray-radio observations
give more complete parameters of the sources réthereither can do alone. Efforts are made since
1970 to compare positional data in radio and ira)X{vand (Kane et al., Kundu et al., 1986; Sawant et
al., 1984).

YOHOKOH satellite operated until 2000 and providedthe first time the images of solar hard
X-ray flares. HESSI satellite was launched in 2QRamaty and Mandzhavidze, 2000) for the first
time it provides high resolution X-ray images o@ewide energy band ranging from 10 KeV - 10
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MeV with spatial resolutions in the range of 1 bdtc sec. and time resolutions are of the orddof
ms for intense flares.

HESSI will be followed by SOLAR — B (Shimizu et ,al999) Japanese satellite to be launched
in 2004. Thus there will be always some X-ray $igegbroviding good opportunities to compare BDA
images, in all its phases of development (2007 +0p0with hard X-ray images. Good positional
accuracy, high spatial and temporal resolutiongirvelength (X-ray-radio) observations of BDA
in the decimetre wave band, where possibly enavdiates is released, for flares will lead to bette
understanding of the above mentioned various fureddsh problems in solar physics.

SPACE WEATHER FORECASTING

It was earlier thought that the solar fleas arpaasible for the solar terrestrial relationshipd an
perturbations caused on the earth such as faifusdm communication, of power grids and in oiEga
pipelines. In the space, various communicationllgatehave been damaged by excess of X-ray and
energetic particle doses. Risk is further incregsiith astronauts in space shuttles. Such missiahs
be increasing in near future to carry out varioxsegiments on International Space Station. However
recently it has become clear that CMEs also playontant roles in the above mentioned problems.

Schmahl and Kundu (1997) have shown that multifezgy observation will lead to better
prediction capabilities of sunspot and irradiar®iace long it is known that 10.7-cm flux is corteld
to sunspot number and area, the emission in Lyaalgly Il and EUV and the total solar irradiance,
which are the indicators of the solar activity. eléBDA observations at 10.7 cm can contribute
significantly. Thus, forecasting community, ionosgh physicists, aeronomists. and space weather
prediction community can download processed daga7aGHz for their ready use. Such observations
are presently lacking.

BDA has been designed to investigate fundamentdi@ms in solar physics. Consequently it
will improve the forecasting capability of solarrestrial relationships and space weather programs.
Just sitting below the galactic center it will sigrantly contribute to galactic extragalaxctic dies
mentioned in next sections.

« BDA will provide radio images of the full Sun. Itilvprovide the details of the active regions
such as, its spectra magnetic field and its tinwution, simultaneously over selected frequencies,
including 2.8 GHz, which are presently not avaiabl

* Detection of CMEs its size, location and associgteghomena in it initial phases.

Thus observations over the period of the full salgele will be extremely valuable, providing

groundwork necessary to make space weather fohegaat quantitative science and not just a

statistical exercise.
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ABSTRACT

Second phase of the BDA will consists of array 6fdahtennas located 300m away from
control room. Intelligent Motion Technology Pvt.d.t Pune (India) is providing a control

system & software for this system. In the abstraet have described main features of
Hardware and Software used in the system. Anteramascontrolled through motion

controllers connected to Ethernet port. System ©brsoftware will be operated from a
computer stationed in control room. Computer conigates to each motion controller
through Ethernet port.

HARDWARE DETAILS
Block diagram

Antenn¢ Antenn: Antenna

A
Y

M&C Contro PC

Fig. 1 - Overall Block Diagram.

This is overall block diagram of the BDA. In thiaah antenna is connected to the control PC
via Ethernet. Each antenna is equipped with tweedrifor driving AZ & EL axes & one motion
controller to control the axis motion. Control rod® will get the look-up table from Monitor &
control PC. This lookup table contains the dat#\dfangle & elevation angle with respect to time.
The Servo software will download the required AZ& position to selected antennas respect to time.
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Block Diagram of single Antenna

AZ Load encoder

Geo
PMAC |« AZ Motor

Control PC

EL Motor

EL Load encoder

O =0

Fig. 2 - Block Diagram of single antenna.

Block Diagram Description

One antenna consists of AZ & EL axis. This AZ & Bxis are driven by Servo motors through
gear box. To drive the motors we need two ampféif@rdrives. To control the motion of AZ & EL as
per time we require some motion controller. We hagkected GEO PMAC. This GEO PMAC is
powerful state of art controller with built in des. GEO PMAC communicates with Control PC on
Ethernet Port.

We need two load encoders to close the positiop. [dbese load encoders are to read the exact
position of the antenna. There are two ways to teadntenna position; one method is to use encoder
or resolver on the motor. So with some gear radlouwations we can display the antenna angle.ién th
method we cannot get exact reading because of geactratio value & backlash in the gears. To
avoid this load encoders are used.

During first phase installation & in last two yeave have learnt many things. We have changed
the hardware in second phase so that all theséepnsttan be avoided.

Difference between First Phase & second Phase

In the first phase only 5 antennas were controllee communication bus was RS 485. Looking
at the third phase distances & communication speEdRS485 we decided to change the
communication from RS485 to Ethernet. In third ghdse longest antenna can be communicated via
Ethernet by fiber optic link.

In the first phase antenna pointing was done with lelp of resolver on the motor & load
encoder reading was compared with the requiredimgath second phase, position loop is closed on
the load encoder.

The load encoder resolution in first phase wasigafft for 4 min of arc accuracy. Now this
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resolution of load encoder is increased by 4 titoeget better accuracy.
The brake operation feedback was not considereteirfirst phase. In second phase we have
used brake protection modules. Because of thisiaatwill stop in case of brake failure.

Features of GEO PMAC Controller

Geo PAMC is a very powerful standalone controll@hvluilt in drives. It can communicate on
USB & Ethernet.With dual feedback facility we caose the loop on load encoder.Built-in safety
features like following error, max acceleration itimmax velocity limit, Software limits, Hardware
limits etc. can be used to protect antenna streciifferent types of feedbacks can be interfaded |

Resolver, Absolute encoder, incremental etc. Vast Servo update rate; which is 440 micro
seconds. Linear, circular interpolation can be démaximum 256 motion programs can be saved. It
has 36 bit position range.

Geo PMAC is available with single axis & two axiodels. We have selected the two axis

module which is working on 230 v AC 50 Hz supphlith this we can eliminate two drives from the
first phase configuration.

Built-in drive is protected with following faults.
e Over voltage

e Under Voltage

e Over Current

e Over temperature

e Short Circuit

Features of Baldor Make Servo Motors
To drive AZ & EL axis we have selected Baldor makervo motor. Motor

specifications are same as motors used in phaBaldor Model No is BSM 90 C 2250DA.
Following are the specifications.

e Stall Torque - 5.2 Nm
 Cont. current - 2.51 amps
e Peak Torque - 15.6 Nm

* Peak Current - 6.3 amp

* Rated Speed - 1200 rpm
* Feedback - Resolver
* Brake Supply - 24V

«  Thermal Protection - @188

* Oil Seal - At shaft end.

Some protections are provided. In first phase i$ faund that water is going inside
from the shaft. So oil seal is added in this mohl&dtor is with built-in thermal contact. This

contact will operate when motor temperature gogsime 155 C. This thermal contact is
connected to controller input.

Homing

This Homing term is related to referencing of timeana. When we power on the antenna we
have to move the antenna to home position. Thisehposition is nothing but the known degree of AZ
& EL. This can be done with the help of limit switcThis Homing operation is required as we have
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used the incremental encoder on the load sidenBumitial setting of the antenna we have to find o
the AZ & EL degrees at this limit switch. After éapower on we have to do the homing operation.
Once this is done the reference position is vatidainext power fail. This can be avoided either by
using absolute encoders or by UPS power supplgntraller.

Error Budget
As we are closing the loop on load encoder we gatlthe required accuracy. But it is necessary
to find out the error budget. We have used 1000R IBRd encoder.
For one rotation of AZ/EL will get 10000 X 4 couriscontroller
360°  =40000 counts
1 encoder count = 360/40000
= 0.009 deg (0.54 min of arc)

Tuning of the system will decide the accuracy & flystem. In worst case even if we do the
tuning of the system in 4 counts, the accuracyvalD.036 deg (2 min of arc).

Protections

Protections from Lightning: In first phase heavy lightning is observed at BEi&. Due to this
some component failure is observed. This failuremiginly of 232 to 485 converter. Another
component which is mounted outside is load encolleis can be failed during lightning. To avoid
this failure we have suggested lightning arrestsrsge protection devices. We have suggested model
no. D-UFB-V24/S-DSUB 9/SB-B

Brake protection: As discussed in previous sections we have obsdheetrake failure in first
phase. To avoid this we have developed Brake grotemodule. This module will sense the current
flowing through brake. Because of any reason ifenirstops flowing, immediately antenna will stop
its motion indicating brake failure message on GUI.

SOFTWARE DETAILS

Tracking software is loaded on Servo control PAds Boftware will communicate with
all selected antenna. This software is developatkiuiB.net platform. once we open the
software the Main screen will get open.

On Main Screen five command buttons are provides.

Communication: this command button will open screen for commutiica
Homing: This command button will open screen for homing.

Manual: This command button will open screen for manuatienmovement.
Tracking: This command button will open screen for trackimgde.
Settings This command button will open screen for settings
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Communication Screen
Following figure shows the proposed version ofghegram screen.

T, ‘ BDA Sun Tracking System

Select Antenna For Communication

EEEEERNGEGBEGEGEGEREEH A
EEEEE

HEEEEEEE
o o o o o o o o o o

This screen will show the entire forty antennaserUsan select the required antenna for
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communication. If we select 5 antennas for comnation; all other screens will show 5 selected
antennas only. This software will work for 1 antaria 38 antennas.

After selecting antenna user have to clickBommunicatdoutton to start communication. After
successful communicatioBack to main button will appear on screen. User can abort the
communication wittAbort button.

Homing screen
Following figure shows the proposed version of sheeen which is used for homing for all the
selected antennas.

=lelx
— TIME DATE. -
TR B [ 2:05:41 PM [ 11/15/2008 BDA Sun Tracking System
View Antenna Positions
Antenna Homing In Progress Antena2 Homing In Progress
Antenna? [ Homing In Progress Homing In Progress | DEG. DEG.
Antennas | Homing In Progress | Homing In Progress - DEG. DEG.
Antenpa 4 [ Homing In Progress Homing In Progress
Antenna s [ Homing InProgress | Homing In Progress - e e
Antenna b [ Homing In Progress Antenna 26, Homing In Progress L DEG. DEG.
Antenna /. [ Homing In Progress - DEG. DEG.
Antenna @ [ Homing In Progress
sntennad [ Homing In Progress
Antenna 10 | Homing In Progress
Antenna 11 [ Homing In Progress
Antenna 1?2 [ Homing In Progress
Antenna 13 [ Homing In Progress
Antenpa 14 [ Homing In Progress
Antenna 15 | Homing In Progress
Antenna 1t [ Homing In Progress
Antenna 17 [ Homing In Progress
Antenna 16 [ Homing In Progress
Antennad9 [ Homing In Progress
Antenna 20 | Homing In Progress
Unselect All Home Back to Main
Hlstart] | & (o @ & 7 | Dbl | v | 1) final 808 pa... | 1] software det... | [ Inbex -Micr... | [ Mirosaft Pou.. | &) PowerPaint ... | 5 Main Screen .. [ Homing Mo... |« [~ %7 ,0 205

Homing screen will show only those antennas; whiskr has selected for communication.
Select all antennas with Select All button. Cligk ldome command button. Homing of all antennas
will start at a time.
One status window is provided in front of antenpathis window will show following messages.
Homing required
Homing in process
Homing Over
Fault.

All messages will get displayed with different aslolf any fault occur during homing; Antenna
will stop moving & status window will show FAULT resage with red color.

User can view the positions of the antenna in rigjde of the screen. User can view five
antennas positions at a time. To view position Us#s to enter th@ntenna no in the window
provided.



BDA tracking system

Once homing is over user can select tracking bggyti main screen

Tracking Screen
Following figure shows the proposed version of gween which is used for Tracking
operations.

TIME DATE
Angle File No.1 Angle File No.2 Angle File No.3
{ 2:06:25PM | ( 1115/2008 | fratefletiel ——— endefleted ——— fuleflefiad
AZCHD DEG: Ant. Mo EL CMD DEG.
AT Mot DEG EL Mot DEG Dist To GO DEG
Pk FURM| F21R o Dist.To G0 bEG o S
S S e oo AZ Load DEc e EL Load DEG e
= = = Laad-hotor DEG. Laad-Motar DEG.
F 3 F 13 F3 ¥ 23 F1
~ 4 F ¥ 14 F2 V24 F1 AZCHD JEG. Ant. Mo EL CMD JEG
AT Mot DEG. EL Mot EG. Dist To GO JEC
F5F P15 F | F25 R < Dist.To G0 %G o T
o il e o AZ Load b= e EL Load 3G o
= = = Laad-hotor 26, Laad-Motar 2EG
F 7 F3 =17 F1
8 F1 v 18 F1 AZCHD JEG. Ant. Mo EL CMD JEG
79 Fl 19 i AT Metor DEG. Dist To GO SE5 EL Motor EG. Dist To GO JEC
il il e AZ Load b= e EL Load 3G o
= = Laad-hotor 26, Laad-Motar 2EG
AZCHD JEG. Ant. Mo EL CMD JEG
‘ Unselect All | AT Mator S T i EL Mator JEG Dist.To GO izt
AZ Load b= e EL Load 3G o
Load-Motor 266G, Load-Motor JEG
Start Stop.
AZCHD JEG. Ant. Mo EL CMD JEG
AT Metor DEG. Dist To GO SE5 EL Motor EG. Dist To GO JEC
= AZ Load IEG = EL Load 2EG =
Back To Main Program Offset Axis Status Asis Status
Load-Motor 266G, Load-Motor JEG
Fstart| | &0 ® O | Dol | ez | ] inel 0 pa.. | 6] software dt... | (- Inbox - Micr... | [ Mirosoft Fo.., | ki Powerpaint ... | B3 MainSereen.. [y [« @, zosem

This screen is mainly used for tracking purpose léinside of the screen Antenna Select/Info
screen is provided. With this user can select titersa for tracking. User can select the tracking
source . Beside the antenna no. User has to atidklo& select the source. Tracking can be done for
three different sources.Once tracking is on; dé#cded antennas will glow with green color. If thés
some fault antenna no. will glow with red color.ridg tracking user can deselect a particular arstenn
to stop the tracking.

User can view the positions of 5 antennas at a.timeach position window, user has to enter
the antenna no.

Position window will show following Information:

* AZ & EL command value

* AZ & EL motor encoder value

* AZ & EL Load encoder value

« Distance to go for AZ & EL - this is nothing butetllifference between commanded & actual
angle

e Load-Motor for AZ & EL - this is nothing but theftBrence between load encoder & motor
encoder.

* Axis status for AZ & EL

To stop the tracking for all antennas user haditk on STOP command button. There is other
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way to stop the antenna; program will check for ¢imel time. This end time is entered by user on
tracking screen.

During tracking user can enter the program offsetefach antenna by selecting the program
offset screen. This offset will not get storediie.fThis offset is the difference between predicge
actual.

= Program Offset

Program offset

Manual Mode screen
Following figure shows the proposed version of siseeen which is used for Manual Mode
operation.
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Once manual mode is selected this basic screemetillisplayed. This screen is only to select
antenna for manual movement. At a time only oneramd can be selected for manual movement.
After the tracking all selected antenna can be midgdParking position. The parking position angle i
common for all antennas. This angle can be defimsetting mode.

Once antenna is selected & SELECT MANUAL buttonlisked; another screen gets open.

This screen will display the selected antenna men&nual mode Jogging of AZ & EL axis is
possible. This jogging speed can be entered iwthdow.
User can enter per defined Position for AZ & EL.ridg this mode antenna will reach to
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defined position. Speed for this can be enteresgitings window.

Screen for Setting antenna offsets
These offsets are nothing but the antenna moumtifsgts. This value can be different for

different antenna.
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Save
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| o praci

| 51 inel B paper. . | 1] software detais... | - Inbox -Micrasof...| i3 Microsoft Power... | B3 MainSereen .. [T Settings [« ®h 2itapm

These values can be changes during tracking alder Antering the value, user has to save
these values with save command button. All valuesstored in one text file. Angle data files for
different sources can be stored anywhere in theU@r has to define the full path in the setting

window.

Data Log & Event Log

Once tracking gets started; software will staradagging & event logging. This logged data
will get saved in one file automatically. Eventalatill get saved in different file. Both the filesll
get saved with date.

CONCLUSION

With this state of art tracking system, the tragkiof the BDA antenna will be accurate &
without any fault. For details of the BDA projeetesSawant et al. (2008)
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ABSTRACT

The basic principles of a digital correlator systam explained. A 30 channel one bit digital
correlator system for the Brazilian Decimetric Ari@hase 1) and 1500 channel system for
BDA (phase Il) are described.

INTRODUCTION

Correlation means dependence, or the extent torwdne thing depends on another. For example
the pressure of steam in a boiler depends very ranche rate of fuel burning. In terms of signals,
say that correlation is a measure of the way inclwline signal depends on another, or the way in
which one part of the signal depends on another gfathe signal. Radio interferometer system
measures the complex cross — correlation funcfiamgé pattern) of the output of a pair of antennas
(i, . This quantity is defined as Ri )(= <Vi (t) Vj (t + 1) > where the brackets indicate time
average. The cross correlation function is relaetthe visibility function V= |V| exp@(sky) ) by Ri |
(t) = A |V]| Af cos (2r Af (g )- ¢(sky)) where A is the collecting area of the antenxf is the IF
bandwidth,t(g) is the geometrical delay angsky) is the phase due to the source. This is h rea
function of the delay and can be estimated by aplsincorrelator. By Fourier transforming the
visibility function the source brightness distrilout can be obtained. The basic observables in the
complex visibilities are: amplitude and phase axfions of baseline, time, and frequency. If Vi (t)
and Vj (t) are narrow band signals centered @afth a bandwidth ofA v << v, then Rij ) is nearly
sinusoidal with a period of 1/ At a given frequency, all we can know about figaal is contained in
two numbers: the real and the imaginary part, er amplitude and the phase. For measuring the
amplitude and phase of the correlator output sjghalorrelators are used one which multiplies the
signal directly and another one with a 90 degressetshift network. ie the output is Hilbert tramsfo
of the input. The 90 degree phase shift can beedfeoted by feeding the signal to 2 mixers withs_LO
in phase quadrature or by using a 90 degree hgbtige output of the final IF filter. The combirati
of two correlators and the quadature network ikedad Complex correlator. The 2 kinds of correlator
are XF and FX. In the FX correlator then signaks Bourier transformed and then multiplied. In the
case of XF correlator, the signals are multipliad then Fourier transformed.
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PRINCIPLES OF A DIGITAL CORRELATOR SYSTEM

Digital correlator

Modern correlators are implemented digitally beeadsyital operations are precisely defined
and repeatable. Analog circuitry is subject to minental conditions such as temperature and
humidity. Digital circuits can be exactly replicdtat low cost when many identical elements are
needed. For long baseline (> 10 km for connectemhehts and 1000 Km for VLBI and wide
bandwidths) only digital delay can be used. Accyratthe delay depends on the accuracy of the
timing pulse and long delays with Pico second aaxyican be achieved digitally. No distortion of the
signal other than calculable effects of quantizatiocurs. Correlations with wide dynamic range are
easily implemented digitally.

Quantization

The digital correlator must first convert the amplsignals to digital form. This requires
sampling which converts continuous time signal M) as discrete — time sequence of its
samples{V(kt), k= 0,1,....} and quantizing which camts a continuous variable to one of a finite set
of values. This combination of a sampling and guarg device is called digitizer. The signal can be
sampled and quantized or quantized and sampledsdimples of a continuous time (analog) signal
have a continuous amplitude range. These signalaproximated to the nearest pre —fixed level in
the case of digital correlator. This approximatiohthe signal to the nearest level is known as
Quantization.The quantized digital samples are applied to amdgrc The encoder responds to each
of the samples by generating a unique identifidiileary pulse pattern. The combination of the
quantizer and the encoder is called an A/D conkeftiee quantization processes introduces an error
which is the difference between the input signal) m(d the quantized signal mq (t). This error is
called quantization noise by Qe (t) = m(t) - mgQuantization adds noise to the signal and thesefor
the S/N ratio decreases. For quantization to n thissamplitude range of the signal is divided i2to
discrete levels, and each sample is quantizecttoehrest bit level.

Sampling

A band — limited signal is a signal f(t) which has spectral components beyond a frequency B
Hz. i.e. F(s) = O for |s| > 2 B . The sampling theorem states that a real sifftfjaihich is band
limited to B Hz can be reconstructed with out efrom samples taken uniformly at a rate 2B samples
per second. This minimum sampling frequency 2B $Hezailled the Nyquist rate or Nyquist frequency.
In the synthesis telescope we are interested iorthgs correlation function of 2 signals that aiat]y
obey Gaussian random process. For Gaussian ngisasi VanVleck (1966) showed that quantizing
can be carried out to the extreme of recording pdhe sign of the samples. The penalty paid for
deleting the amplitude information in such one -€bitrelator ( Weinreb 1963) is loss of sensitivity
a factor 211 relative to a continuous or analog correlator atleantage of one — bit sampling is that it
is immune to variations in the input level thusrétiating the need for tight control of the corretat
inputs. In a one — bit correlator, the samplegepeesented by a normalized values + 1.

The estimate of the normalized one — bit corretatimction is

pl (nAt) = {Kc(n) — Ka(n)}/K (2)

where Kc (n) is the number of polarity coincideraned Ka(n) is the number of anticoincidence
observed in K products
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Since K = {Kc(n) +Ka(n)} (2)
Thereforepl (nAt) =[1 - 2 (Ka(n)/K] = [2(Kc(n)/K) —1]
For a continuous correlation is generated using/tre Vleck (1966) relationship

p = sin [(1/2) p1] (3)
The S/N ratio can be improved by sampling the digha rate > than the Nyquist rate.

Walsh switching

There can be DC offset in the comparator wherdnpet analog signal is digitized. In a one —
bit correlator the out put is 1 or 0 if the inputatog signal is above or below the zero level & th
comparator. In practice the zero level may not déréegt.

Due to this the out put of the comparator will iieeted and there will be spurious correlations
at the out put of the correlator which will afféabe dynamic range of the synthesized images. Phase
switching was used in earlier interferometers tmaee the background. In correlator system of
multiplications, phase switching is useful to rem®mall offsets in correlator outputs that canltesu
from imperfections in circuit operations or fronusipus signals. The latter are difficult to be remod
from any complicated receiving systems. Such sgjaglevels too low level to detect by common test
procedures can be strong enough to produce unwantagonents in the output. Cross coupling of
the signals between cables and circuits in thel fidéo give cross talks. The 180 degree switching
cycle is used to remove spurious signals that anelated between antennas and introduced after the
phase switch. Therefore switching is most effectiveis done as early as possible in the sigrahp
The demodulation of the phase switch is done byging the sign of the data after sampling by
adding and subtracting in the correlator accumuatiardware. After demodulation, the spurious
signals will be modulated with the inverse of thgtshing and the signals before the phase switch
(the desired sky signal) will not be modulatedhl switching functions has been chosen so that the
product integrates to zero (functions are orthofjaha correlator will remove the spurious signads
forms products and integrates.

Walsh switching period for different antenna areegnal fraction of the integration time, the
cross talks get averaged to zero as they are atedehalf of the time + ve ly and other half — ye |
Using the same Walsh functions (Beaucahmp, 19783, switching sequence is subsequently,
removed at the output of the sampler, thereby shtimg the errors due to DC offsets in the A/D
converter. Unwanted signals get averaged to zdsoddrit s amplitude is constant over a Walsh cycle
The effective removal of the unwanted cross terepedds on the ratio of the time difference between
the on and OFF states of the switching pulse peradcthe pulse. In the case of BDA the average
value of the periods of the Walsh function is 108emand 10 microseconds in the time gap between
the ON and OFF states of the switching pulse. Ekellof cross talk will be down by 10log [(20
10°) / (100x 10°)] is ~ 40 dB.

Total Power measurements

In a one bit correlator, the output of the quamtizeeither high or low with no information on
the absolute strength of the signal (like in cat@l systems with an ALC loop), as only the sign of
the input waveform is retained. Thus one — bit @ator measures the normalized correlation
coefficient. The out put of a one — bit correlagproportional to the ratio between the powerhef t
correlated and the sum of the correlated and ueleded signal fed at the input. If Ts and Tb aee th
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source and background brightness temperaturestiieeimput to the correlator is Ts/ (Ts + Th).The
output of an analog correlator is proportionaltlte power of the input signal is proportional toli's
order to get the above correlation coefficient franone — bit digital correlator receiver, the total
power received by the antenna i.e. (Ts + Tb) hdsetoneasured separately and multiplied with the
measured correlation coefficigiih. The conventional techniques to measure thegttreaf the signal
requires square — law detectors, A/D converteragia it will be difficult to synchronize the data
collection with the correlation data. The followingethod (Uday Shankar, 1986) uses the one — bit
correlator itself to measure the total power asagrthat the input is a Gaussian signal which is tnu
the case of radio astronomical signals. The signdigitized to one — bit according to if the signa
voltage is > Vth then the comparator output isfthé signal voltage is < Vth then the comparator
output is 0. This signal is correlated with O anelasure the correlation coefficignit can be shown
thatp = erf (Vth A2 6), from which the value of can be determined for a particular value of Vi th
value of c was calculated from the measured correlation gmefit p. for input noise signals of
various peak to peak values. The tests were rapéatealifferent values of Vth. It was found that fo
Vth of ~ 50 mv, the out put was linear in the ran§@&50 — 200 mv for the BDA correlator system.

BDA CORRELATOR SYSTEMS

In Phase | of BDA at Caucheria Paulista, ( Sawaat,&007) the IF signals from 5 antennas on
a East — West baseline were correlated in to get-aimensional brightness distribution of the &tin
1.6 GHz with a maximum baseline of 216 m. The lhals at 70 MHz at the base of the antennas
were Walsh switched and taken to the receiver mgjldnd split into in an quadrature phase and down
converted into base band signals with a bandwitithMHz. The IF signals are first quantized using
an A/D 790 comparator (a sign comparator). Wherstgeal is above zero the output is 1 and below
zero the out put is 0. The quantized signal is g@mpled in a D flip flop (74LS74). The clock is5at
MHz and the output also at 5 MHz. The sampling asead at the edge of the sampling clock. The
guantized and sampled signal is then Walsh demtedlila an EXOR 74LS86. Walsh is derived from
the basic clock. The signal is 180 deg phase sedethen the Walsh signal is 1, the signal is iragert
i.e. made O phase i.e. demodulated. The quantisddsampled and Walsh demodulated signal is
delayed through a shift register 74LS164. The deldlybe selected through a computer control. The
necessary delay will be introduced under the cébrdafoa computer to a maximum value of 2.8
microseconds in steps of 0.1 microseconds. The dgtstem will be helpful to carry out observations
of sources located even at 75 deg from zenith tplyamy corrections for the geometrical delays
suffered by different antennas. The signals théarghe correlator system. There are 15 independent
correlations and are

1X2 2X3 3X4 4X5 5X6

1X3 2X4 3X5 4X6

1X4 2X5 3X6

1X5 2X6

1X6

In order to get quadrature correlations a 30 chacoreelator was built using 8 chips primarily
designed for the Nobeyama radio heliograph. Thesecastom built double side band (DSB) chips
using CMOS gate array technology. Each chip is asepg of 4 complex correlator units. The
functional diagram of the chip is shown in the figd, where C and S are the cosine and sine Ifalsign
corresponding to each antenna. Detailed testiigeoforrelator is given in Ramesh (1998).
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Cl1 S1 c3 83
c2 1 : 5
52 2 6
C4——1— 3 7
54 4 8

Fig. 1 - Functional diagram of the correlator chip.
The out put of correaltor 1 (cosine correlator) is

C1X C2 + S1X S2
and the output of the correaltor 2 (sine correjaor

C1X S2+S1X C2
whereX and_Xmeans Ex —or and Ex — nor operations. Total pdien 2 antennas is measured using
the correlator. The outputs are written into 2 mgnixanks and read into a PC every 53 seconds. The
correlator is interfaced to a PC using an 1/O aaitti 2 FRC connectors. Software for acquisition and
storage in ASCII format has been written in C laaggt The specifications of the BDA (phase )

correlator system is given in Table 1.

Table 1 — Specifications of the BDA (phase |) clata system

No of inputs 6 Complex
IF Signal bandwidth 2.5 MHz
No of channels 30 Complex + 2 Total power
Sampling frequency 5 MHz
Delay range Delay step 0.2 microseconds
Sampling type: 1 bit
Integration time ~ 104 msec

The system was used for making 1-D images of the&ul.6 GHz. Figure 2 shows the East
_West brightness distribution of the Sun at 1.6 @AA1 December 2004, around 15:00 UT.
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Fig. 2. - zE East _West brightness distribution of the Sun at 1.6 GHz on 11 December 2004, around
15:00 UT. The off line integration time used is 1.6 seconds. Solar East is to the left.

In the final phase of the BDA there will be 38 amtas. The IF signal at 70 MHz from the base
of each dish antenna will be phase switched anddbrtoto the receiver room via coaxial cables. The
signal will be split into in phase 0 deg and quatheaphase 90 deg using a power splitter and down
converted into base band signal 0 — 5 MHz by mixisttp a LO at 70 MHz. For the 38 antenna of the
BDA there will be 76 (38 in phase and 38 quadratiffesignals as inputs to the digital correlator. A
1500 Channel correlator will be built with collabtipn with industry. The specifications are givan i
Table 2.

Table 2 — Specifications of 1500 Channel correlatelPGA based

IF bandwidth 6 MHz
Sampling frequency 12 MHz
Delay range steps 0.08 microsecond to 1 microsec(@p steps)
(set by computer)
Sampling type: 1 bit

CONCLUSIONS

The principle of the working of a digital correaltsystem was explained. Terms like
gquantization, sampling, Walsh switching, one bitrelation etc were described. A 30 channel one bit
digital correlator system for the Brazilian Decinetrray (phase 1) system for was described
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ABSTRACT

The design is for an complex cross-correlator fanennas with 3-level quantization and
5MHz sample rate, including an Walsh function gatmr and delay lines. This will be
integrated in a 400k gate FPGA. The input is time sind cosine signals from 6 antennas,
coming from the digitizer. The output is 15 complerrrelations and 6 total-power
measurements, which are read by the computer €gcimg. The digitizer has 3-level window
comparators for each antenna, with adjustablelibtddevels.

Key-words: correlator, FPGA

INTRODUCTION

A correlator system has to analyze a great quaotitiata in real time. Up to recently, this task
was left to special-purpose integrated circuitswileer, with advances on field-programmable gate
arrays (FPGA), it has become possible to implengenbrrelator in one or more FPGAs (Parsons,
2008). The main advantages are that the FPGA ily dasnd for purchase, relatively cheap, and can
be reprogrammed to increase bandwidth, includerigatéon, improve the precision of the delay
tracking, etc.

Parsons (2008) describes a correlator architectapable of obtaining the correlations as a
function of frequency. In the “FX correlator”, @brier transform (F) is done for each antennaeal r
time, before the correlations (X) are done.

Equivalently, in the “XF correlator”, the correlatis (X) are made before their Fourier
transform (F) are done. However, this method datspply as well when the number of antennas is
large, due to the great increase in simultaneousiéiaransforms to be done.

On the other hand, the system built by Ramesh (20Gé custom correlator chips, does not
separate the correlations in frequency. Given tmaptexity and cost of implementing the real-time
Fast Fourier Transform in FPGA, we choose to saerithe spectral output at this stage, and
implement this simpler system in a single FPGA.

THE CORRELATOR SYSTEM
In the BDA, the 70 MHz LF. signal from each antanis split by a hybrid microwave

component into sine and cosine signals, which axedrinto baseband signals. These form the inputs
to the correlator.
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The digitizer

The task of the digitizer is analog-to-digital cension. It is possible to minimize the computing
power of the correlator design by using as few lkwas possible, and accepting the increase in
digitizing noise. While two levels are enough faslags observation, our three-level design has
advantages for weaker sources.

As seen on Figure 1, the baseband signal is fégdddigh speed comparators, which together
define the three digitizer levels: negative, zend @ositive. The digital-to-analog converters syppl
the reference levels that are adjusted perioditaliyaintain the optimal balance between the levels
The op-amps buffer and invert the positive-onlypotitof the converters. The total-power information

is derived by considering the current referencelland measuring the residual imbalance between the
levels.

DfA converter Op-amp Hi-speed comparators
MCP4922 LF412CHN ADBS64ANZ

\V4

iyl

Digitized

Antenna input —y, output

channels (12)

| ¥ 12 input channels

Fig. 1 — Simplified design for a three-level digitizer with automatic level adjustment.

A first batch of prototype digitizer boards were magactured and are currently undergoing
testing.

The FPGA

A commercial FPGA board was acquired from AVNET {RS-3SLC400) which has a
XC3S400 Spartan-3 FPGA, several I/O ports and U&Bnsunication. The digitizer connects to the
I/O ports while the USB port interfaces to the asition computer.

The FPGA was programmed in the Verilog languagelementing a complex correlator circuit
based on Ramesh (2006), as shown in Figure 2. @h8-fevel complex correlator circuit occupied
72 FPGA slices, or 2% of our 3500-slice FPGA. Sikeanas means (6*5)/2=15 correlations, which
gives 15*72=1080 slices, well within budget. Thelgtafunction generator and delay lines (Ramesh,
2006) will also be implemented within the same FPGA

The design was successfully verified with synthdtta.
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Fig. 2 — Design of a correlator cell. The inputs are the cosine and sine signals from a pair of antennas.

The data acquisition software

In contrast to the current refresh rate of arouddsé&conds, we expect to be able to refresh the
display at the full rate of 100 ms. This is dudite new correlator design, which continuously otgpu
data, and the increased speed of new PCs, whiels giv chance of data loss.

CONCLUSION

FPGA technology has evolved to the point of replgotustom integrated circuits in highly
parallel real-time applications. This results irwéming costs, as these components are available
commercially. Given the simple circuit of RamesB(2) and the small bandwidths as in the BDA,
even a small and cheap ($200) FPGA board is fooihe tsufficient for 6 antennas.
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ABSTRACT

This work is concerned to an analysis of the usal@rnative BDA Correlation Systems
implementations. The first one is the FPGA (FietdgPammable Gate Array) system, using
commercial platforms of reconfigurable chips, instibase a Virtex-1l Pro (XC2VP30) of
Xilinx Company. The second alternative is the safevcorrelation. In this case, a software
development platform, explicitly the GPU (Graphioéessing Unit) processor, with multiple
cores driven by very high memory bandwidth, is yredl. The results showed the viability of
this type of device as a massively parallel datacessing tool, and that smaller the
granularity of the parallel processing, and theeprehdence of the processing, better is its
performance.

INTRODUCTION

In the BDA correlations, all the interferometer ngaiormed by the 39 antennas are measured
using one-bit correlators which can be assemblel gigital logics, that yields greater stabilityath
analog correlators. In order to obtain all possibldtiplications between the 39 antennas, n(n-)/2
741 complex correlations are calculated. At thelam@ntation of the BDA correlators in the phase |,
it was used the chips designed for the Nobeyamalraliograph, Japan (Ramesh, 1998). There, each
chip is composed by 4 complex correlator units,clvigorresponds to 2x2 combinations of antennas,
and each unit consists of there 4-bit- parallel@X-circuits, one 4-bit- parallel Ex-NOR circuit, aw
addition circuits, two integration circuits, a lafand a multiplexer circuit. It can be noted timathe
22-bit counter used for integration, only the 16 BdSmost significant bits) are read out with the 6
LSBs (least significant bits) being truncated iesidde chip.

The complex correlation of one interferometer paiobtained as a cosine correlation and sine
correlation. Considering that an antemmmovides cosine signal, Ci, and sine signal, $i,dhtput of
the cosine correlator is C1(+)C2 + S1(+)S2, andattput of the sine correlator is C1(+)S2+S1(.)C2
where (+) represents the Ex-OR operation and [gresents the Ex-NOR operation, when we consider
the antennas 1 and 2.

In the BDA case, the correlator system may be cegrby 8 boards, each one with 16
correlator chips. At the end of each integrationqek(about 145 ms), the correlated data from edch
these 128 correlators in one board is written éntnemory unit. This operation goes on synchronously
in all 8 boards. The process of reading correlaaé from each chip and writing into the memory
unit goes on until we reach 256 integration cychdsthe same time, the data which was written into
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another memory unit during earlier 256 integraiigules will be read into a computer. At the end of
256 integration cycles, the operations of the memoits are exchanged.

In the other side, reconfigurable electronic congmia have been introduced since 1980’s,
becoming more and more attractive to many apptioati A FPGA is a semiconductor device
containing programmable logic components calledclddpcks, and can be programmed to perform
the function of basic logic gates such as AND, 2@R, or more complex combinational functions
such as decoders or mathematical functions. In IRB&A’s, the logic blocks also include memory
elements, which may be simple flip-flops or moremptete blocks of memory. The inherent
parallelism of the logic resources on a FPGA alléevsconsiderable compute throughput even at low
clock rate. The current generation of FPGAs carlémpnt around a hundred single precision floating
point units, all of which can compute a result isiagle clock cycle. The flexibility of the FPGA
allows for even higher performance by trading afgision and range in the number format for an
increased number of parallel arithmetic units. @eption of FPGAs in high performance computing
is currently limited by the complexity of FPGA’s sign compared to the conventional software and
the extremely long turn-around times of currentiglesools, where some hours wait is necessary after
even minor changes to the source code.

The first part of this work is concerned to an gs@l of the use of alternative BDA Correlation
Systems implementations, using commercial platfavfmrgconfigurable chips, in this case a Virtex-I|
Pro (XC2VP30) of Xilinx Company. with 13969 Slice&) x 46 Array Size, 136 Multiplier Blocks,
2448 Kb RAM per block and 2 PowerPC RISC Cores. therdevelopment it is used the ISE 9.2
environment and VHDL as the programming languagthefcorrelation circuit. As it is expected the
results are similar to the first implementation the BDA correlation system, using Nobeyama
radioheliograph correlation chip.

The second part is concerned to the software etiwal In this case, a software development
platform, explicitly the GPU (Graphic ProcessingitYyprocessor, with multiple cores driven by very
high memory bandwidth, is analyzed.

The following sections are concerned to the deBorip of these two alternative
implementations, and the conclusions.

FPGA CORRELATION DEVELOPMENT

In this section it is described the FPGA applicatitevelopment system used to the BDA
correlation development. The XURXilinx University Program Virtex-Il Pro (XILINX, 2006)
platform provides advanced resources to the dewwdop of reconfigurable applications, which
consists of high performance FPGA, XC2VP30, withigh quantity of components that can be used
to create complex systems. It follows the main eleis of the platform: Virtex-lIl Pro FPGA with two
PowerPCs 405 cores; 512Mb de (DDR) SDRAM; USB cotioes and interface to FPGA
reconfiguration and data store; 10/100 Ethernetvoidt interface; RS-232 DB9 serial port; 2 serial
ports PS-2; 4 LEDs conected to Virtex Il I/O pidsswitchesconnected to Virtex Il /O pins; 5
buttons connected to Virtex Il I/O pins; AC-97 audiODEC XSGA video output with 1200 x 1600
resolution at 70 Hz; and 3 ATA serial port, withOllHz clock system, and 75 MHz SATA clock.

The Virtex-1I Pro platform provides several configtion methods. The configuration data can
be originated from the platform Flash PROM, froracenpact-flash memory card, or from a external
configuration by a USB or parallel port.

The applications development can be realized usieg WEBPack ISE 9.2, the free tool
environment from Xilinx, which consists of a settobls, as Xilinx Plataform Studio (XPS). In this
environment the programs are described using AN&nguage and specific libraries to access the
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protocol IEEE 802.3 to send data from host comptdehe FPGA. All environment is realized on
Linux 64-bits operation system (Ubuntu 7.10).

SOFTWARE CORRELATION DEVELOPMENT

Recently, we are attending to a huge evolution o development of high performance
computing platforms. Among these platforms, the GBlhphics Processing Units) has evolved into
an absolute computing workhorse, with multiple sod¥iven by very high memory bandwidth.
Today’'s GPUs offer incredible resources for botappics and non-graphics processing. One of the
main reasons is the fact that GPU is specializecbtopute-intensive, highly parallel computation —
exactly what graphics rendering is about — andefoee is designed such that more transistors are
devoted to data processing rather than data catchimd flow control. The internal pipelined
processing fashion makes the GPU'’s suitable feastrprocessing. Furthermore, GPU'’s speed grows
much faster than the famous Moore’s law for CPUthst is, 2.4 times/year versus 2 times per 18
months. Moreover, a GPU usually contains multipiei€ally 4 or 8) parallel pipelines and is indesed
SIMD processor. Another important feature of masttemporary GPUs is their programmability of
the partial or full graphics pipeline, thanks te introduction of vertex shaders and pixel shaders
DirextX-8. The powerfulness of SIMD operation andgrammability of GPU’s have motivated an
active research area of using GPU for non-graplidented operations such as numerical
computations like basic linear algebra subprogradBkAS) (Harris, 2003) and image/volume
processing (Larsen and McAllister, 2001; Rumpf &tdzodka, 2001; Thompson, Hahn, and Oskin,
2002; Colantoni, Boukala, and Rugna, 2003; Moreland Angel, 2003; Hopf and Ertl, 2000). In
Larsen and McAllister (2001), the authors preseatézthnique for multiplying large matrices quickly
using the graphics hardware of a PC. Strzodka ammgR have implemented numerical schemes
solving parabolic differential equations fully inragphics hardware [5]. Chris Thompson et al.
introduced a programming framework of using modgraphics architectures for general purpose
computing using GPU (Thompson, Hahn, and Oskin2p0d@ Colantoni, Boukala, and Rugna, 2003),
the authors tested five color image processingrdbgos using the latest programmability feature
available in DirectX-9 compatible GPUs. PerformiAgT on GPU was reported by Doggett et al. in
Moreland and Angel (2003). Wavelet decompositiod ggconstruction was implemented on modern
OpenGL capable graphics hardware (Hopf and Er@020

For the development of this non-graphic application GPU it was used CUDA (Compute
Unified Device Architecture) as API (Applicationdgramming Interface) between the CPU and the
GPU, from GeForce 8800 GTX from NVIDIA, with 128 Als. CUDA is a new hardware and
software environment for issuing and managing cdatmns on the GPU as a data-parallel
computing device without the need of mapping a lgicgAPI. The operating system's multitasking
mechanism is responsible for managing the accesbeoGPU by several CUDA and graphics
applications running concurrently.

The objective of this work is to use GPU as anraltéve correlation system, and compare the
result with the FPGA correlation system. For tliisyas developed the application using NVIDIA
GeForce 8800 GTX, with 128 processing unit cores.

The CUDA Toolkit target a class of applications whacontrol part runs as a process on a
general purpose computer, and which use an NVIDAJG@R coprocessor for accelerating SIMD
parallel jobs. Such jobs are 'self-contained'him $ense that they can be executed and computad by
batch of GPU threads entirely without interventioyn the 'host' (CPU) process, thereby gaining
optimal benefit from parallel graphics hardware.
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Dispatching GPU jobs by the host process is supddoy the CUDA Toolkit in the form of
remote procedure calling. The GPU code is implestwas a collection of functions in a language that
is essentially 'C', but with some annotations etidguishing them from host code, plus annotations
for distinguishing different types of data memohgitt exists on the GPU. Such functions may have
parameters, and they can be 'called’ using a syin&xs very similar to regular C function calljrigut
slightly extended for being able to specify the nmadf GPU threads that must execute the ‘called’
function. During its life time, the host processyntiispatch many parallel GPU tasks.
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Fig. 1 - GPU/CUDA Software correlation diagram.

This work implements the software correlation te BDA signals as shown in Figure 1. As the
signals are received by the host CPU, it is buffenentii 10 sequential samples are achieved,
corresponding to 29.640 antenna signals of 74Xfertemeters of BDA. When the buffered data is
been processed at the GPU, the CPU must be regeheénsubsequent signals from the antennas. The
GPU processing uses two buffers Ex-OR and Ex-N®@Rcdampute these correlations in parallel,
followed by the latching process to the Output éuffat the CPU, to complete the process. The

processing time in the GPU was 1.6 ms for 29,640nehts (741 x 4 in 10 times), but it can be
increased using new versions of GPU.

CONCLUSIONS

It was implemented a subset of the correlationesgatsing the Virtex Il Pro platform of FPGA,
and preliminary results showed its performance lie &pplication, close to the Nobeyama
radioheliograph correlator chip. The results of tise of GPU, showed the feasibility of the software
correlation with this processing device, as a nvabgiparallel data processing tool, and that smalle

the granularity of the parallel processing, and ih@ependence of the processing, better is its
performance.
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ABSTRACT

Here we present the proposed configuration for dbeond phase of the BDA, Brazilian
Decimetric Array. The corresponding u-v coveragd aynthesized beam are also presented
as well as results obtained employing simulatedrsotages from the Nobeyama data.

INTRODUCTION

The final proposed configuration of the antennayafor the Brazilian Decimetric Array (BDA)
is T-shaped. Phase | comprehended the BDA pratotyfine-array composed of the first 5 antennas
that is already operational (Sawant et al, 200vVjpHase II, 21 antennas will be added to existimgso
forming a T-shaped array. Finally, in phase llhet4 antennas will be added in each arm of the T.
These latter antennas will be placed starting diseance of 250 m from the central antenna of the
array following the concept of a “fat T". A formeandom 26-antenna configuration was proposed
(Faria et al., 2005), but abandoned, since thelablai terrain allows to employ a T-shaped
configuration that presents good and more redundavgrage in the u-v plane. For instance, a Y-
shaped configuration was not possible due to thaiterestrictions.

In the following section we describe the u-v cogerand synthesized beam for the 26-antenna
BDA phase Il T-shaped configuration, as well asltesobtained for this configuration employing
solar images from the Nobeyama data.

ANTENNAS CONFIGURATION FOR BRAZILIAN DECIMETRIC ARR AY - PHASE Il

The main characteristics of the array are givehahle 1.
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Table 1 - Principal Characteristics of BDA

Number of Antennas 26

Frequencies 1.2-1.7, 2.7 and 5.6 GHz
Time Resolution ~100 ms

Diameter of Antennas 4m

Angular Resolution ~2.8, ~1.4 e ~0.8
Maximum baseline 252 m

Minimum baseline 9m

Field of View 40’

~ 360 Jy/beam (Sun)

Sensibility (at 5.6 GHz witit =1s) 2170 mJy/beam (other sources)

PROPOSED CONFIGURATION FOR BDA PHASE Il

In the first phase of the BDA project, named PBO*qatotype of BDA), an east-west five-
element interferometer was developed and instaltddlPE, using 4-meter diameter parabolic dishes
with alt-azimuth mount and complete tracking caligbiPBDA operates in the frequency range of
1.2-1.7 GHz. In BDA phase I, it is planned to layt new 17 antennas over the distance of 252
meters in the East-West direction and another 8naats over a distance of 162 meters in the North-
South direction forming a T-shaped array (Farialet2004a; Faria et al., 2004b). Figure 1 shows th
array configuration suggested for BDA phase II.

The configuration presents a dense array nearntieesection of the “T”, with spacing of 9
meters between adjacent antennas. In each arme 6Tthhis spacing is increased to 18 and 36 meters
after the fourth and seventh antennas respectively.

Figure 2a shows th&V coverageand Figure 2b, the synthesized beam obtained Wit t
configuration at the frequency of 1.4 GHz.

The one-dimensional profile is presented in Figdemd 4 for 1.4 and 2.8 GHz respectively.
The gratting lobes are ~80 arc minutes from maielo
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Antenna positions
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Fig. 1 — Antennas configuration for BDA phase Il. The antennas in light colors represent the current
configuration (BDA phase I).
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Fig. 2 - Resulting uv coverage (a) and synthesized beam (b) obtained with the proposed configuration.
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Svnthesized Beam at 1.4 GHz
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Fig. 3 — One-dimensional profile of the BDA phase Il at 1.4 GHz.
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Fig. 4 — One-dimensional profile of the BDA phase Il at 2.8 GHz.
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SIMULATION

In order to investigate the quality of tlhw coverage of the BDA configuration on the radio
imaging of the Sun, a simulation was performed giginSun image synthesized by the Nobeyama
Radio Heliograph at 1.7 GHz as a model of the s(ifigure 5a). In this simulation, the position of
the Sun is assumed at the zenith and the obsemviatiquency is 1.4 GHz. The corresponding dirty
image is showed in Figure 5b. The visibility data@assumed full calibrated.

Model of the Source RECONSTRUCTED IMAGE
— T T

T AOF T T T

ARG MINUTES
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Fig. 5 - a) Image of Solar disc obtained from Nobeyama Radio Heliograph at 17 GHz that was used as
a model of the Sun; (b) dirty image obtained with BDA configuration presented in Fig. 1.
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ABSTRACT

Imaging the sky with better sensitivity and resiolntis the mainstay of all astronomy. While
radio maps of the sky do exist at various radiqdencies, astronomers continue to image the
sky for various reasons -the improved capabiliithe new instruments, improved analysis
and imaging software, variability of the sourceshia sky and new questions generated by our
improved understanding of the physics of sourcés. availability of images of large sources
or regions of the sky is a valuable tool in thesgysdof multi wavelength studies of
astronomical sources. While the Northern sky has lveell studied at radio wavelengths by a
variety of modern radio telescopes, the study efgky south of declinations of -45 degrees
has been relatively limited, though a number of rtelescopes are being planned. While
many of the interesting objects have been imagé#l the Australia Telescope, the BDA with
its large field of view and better short spacingerage would do a better job at mapping the
extended diffuse features. An all sky survey atGHiz going down to a few milli Janskies,
the southern equivalent of the NVSS catalog wowddabvaluable contribution and would
generate interesting science when combined withMioébongolo survey at 843MHz and
surveys at different bands. The wide field of viamd good short spacing coverage of the
BDA can be used for relatively new areas of rededike detection and study of transient
radio sources, magnetic fields in the ISM by staogdyifilamentary structures seen in
polarization, etc. Some of these projects, alorth e science drivers and the effort involved
will be discussed.

The construction of a new telescope is expectegraduce a flurry of scientific activity and
since every new telescope is generally built toafihiche and address some specific question better
than any previous telescope. The niche of the BaazDecameter Array (BDA) is solar physics
where there is a need for a dedicated, high rdealutidio telescope at decameter wavelengths to
complement the various planned telescopes at otaeelengths. However, since the sun is up in the
sky only during the day and radio telescopes camnatp twenty four hours, it is of interest to exaeni
what else it can do after the sunset. This is a@cigp interest if the telescope has to used by
astronomers outside the solar community.

The primary purpose of a radio telescope is to ensky as efficiently as possible so that the
entire sky can be mapped, within the geographisasicaints of the instrument, as rapidly as possibl
For this the BDA is well since it is designed taaige the sun which is large and variable on shoe ti
scales. All high resolution radio telescopes arothm world are earth rotation aperture synthesis
telescopes that consist of an array of single distieh complex electronic backends that form N(N-
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1)/2 pairwise interferometers between the N elemanthe array. In modern synthesis arrays N can
be large (27 for the VLA 30 for the GMRT, 26 for the BDA and even larger values for various
proposed radio telescopes). Each interferometemp@asures one spatial fourier component of the
patch of sky seen by the individual antennas antth@®arth rotates, the geometry of the array with
respect to the source changes, leading the saradenmtmeter pair to measure different fourier
components. At the end of a full synthesis (obsgna source from rise to set) a synthesis radio
telescope upwards of a few hundred thousands fotmimponents (visibilities) and forming an image
of the field of view of the telescope consists ofirier inversion on a computer of the observed
visibilities and complex image processing to remasiacts caused by the incomplete measurement
of the fourier space and possible errors in cdiibgahe observed data.

The properties of the telescope that are of direntern to the astronomer are:

1. its sensitivity which is a function of N, thee of the antennas, the bandwidth and qualityhef t
electronics and the integration time;

2. its angular resolution which is inversely prdgjmmal to the longest baseline;

3. its field of view which is inversely proportiakto the size of the individual elements of thexgr

4. its speed for imaging to a given sensitivityiskhdepends on the array configuration (one
dimensional versus two dimensional arrays);

5. the ease of analysing data from from the imsémt.

Ideally, the astronomer would like all these qu#dito be high, but this is not easily achieved
since many of them are contradictory. For instaimegeasing antenna sizes to increase the sengitivi
leads to leads to smaller fields of view. Incregsihe bandwidth increases the complexity of the
electronics and the analysis. Increasing the angekolution and field of view in two dimensional
arrays leads to complexities due to the breakdawithé simple fourier relationship between the
observed visibilities and the image of the sky. Amgliotelescope has to optimise these various
parameters to maximise its impact.

In trying to examine what science can be done \aittelescope, its performance has to be
compared with existing and planned instrumentsinFthe point of view of an astronomer, the
Brazilian Decameter Array has both strengths araknesses. The strengths are its large field of view
for a telescope in its frequency range, its two efimnal configuration that provides good
instantaneous u-v coverage, the relative easatafahalysis since it is unlikely to be affectednsy
term and ionospheric problems and its access terkiee southern sky which has till recently been
relatively understudied in radio astronomy sincesimof the radio telescopes are in the northern
hemisphere and can see only down to declinatiord5afiegrees south. At present, the only major
synthesis radiotelescopes that can study the sithsaf 50 degrees declination are the Australia
telescopes and the Molongolo Radio Telescopes, dfotthich are east-west arrays. The weaknesses
are its relatively poor sensitivity since it wassidmed for studying the sun which is very brighd, i
poor angular resolution, its limited bandwidth dhd fact that a number of radiotelescopes are being
built or planned in the southern hemisphere whalidbe competitors to the BDA.

The southern sky has a number of unique objectshtnege yielded interesting results whenever
they are observed. The center of our galaxy wititsaassociated objects, many of which vary with
time, is almost overhead for the BDA. The Mageleribuds, our nearest neighbour galaxies are also
easily accessible to the BDA.

Given its large field field of view, any observatiof these regions by the BDA would cover a
very large number of individual objects which ireses the probability of discovering interesting
objects. There are also many interesting and urggtended extragalactic sources in the southern sky
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like Centaurus-A, Pictor-A and Fornax-A which woubgnefit from high quality low resolution
images since most of the modern synthesis radsutepees have limited fields of view and poor short
spacing coverage of the fourier plane. CombinirggBDA data with existing high resolution data and
redoing the imaging analysis would generate highlitiimages that could provide interesting insight
on the physical processes in the source. The sané of the galactic center complex and the
various extended supernova remnants and HIl redikmglODoradus that lie in the southern galactic
plane.

Besides imaging individual sources, a project &prthe southern sky down to a flux limit of a
few milliJanskys should be undertaken by the BD#cea it will be very sensitive to low surface
brightness objects that are often missed in higblution studies. The Sydney University Molonglo
Sky Survey (SUMS$)has surveyed the southern sky at 843MHz with aluéien of 50”. A BDA
survey at 5.6 GHz would have a similar resolutiom avould yield valuable scientific results by
identifying interesting object by studying the madipectra between these two frequencies. Many
interesting objects that are often ignored as elille when they are near survey limits, get sddi
when they are detected independently in a diffesady. An all sky survey would consume a lot of
telescope time and would also involve large volumidata and analysis. Such a survey should be
undertaken only after the instrument is reasonal#pugged and astronomer are confident of
undertaking the effort. A major limitation of théDB\ for such studies is its relatively poor sensiyiy
because of which the time required for the surveyld become prohibitive. One hour observation
with the BDA Phase Il will produce images with seiof 3 milliJansky rms enabling detection of
sources stronger than 10 milliJansky. Increasiegoimdwidth of the BDA by a factor of 10, which is
not too difficult with today technology would in@se the sensitivity by a factor of 3 and bring the
observing time for the survey to acceptable values.

One of the most active areas in astronomy is théysdf transient and variable sources which
are seen in all wavelengths bands - gamma rayayX-pptical and radio.

The prototype for such objects is the sun whichwsheariability in all wavelength bands and at
all time scales, from millisecond bursts to secwlariations over years. With modern telescopes,
variable sources are detected from all distan@gjing from the edge of the universe (gamma ray
bursts), through objects at extragalactic distanides active galactic nuclei and supernovae, to
galactic objects like Xray binaries, optical vatebnd flare stars and radio pulsars and transiefits
proper understanding of the nature of any sourceimes studying its properties in the different
wavelength bands which is often a challenge sihoeguires coordinated observations from different
telescopes across the world and in space, whioftdéa difficult to arrange at short notice durirgpt
short life of a transient source. Every observatortinely gets hundreds of requests for obsermatio
of a newly discovered transient but only a few d@nhandled given the various other planned
observations at the observatory. This is a fielat ik growing and the BDA would benefit from
participating in this area of research since manhese transients are within the sensitivity ranfje
the BDA. Even when not detected, the upper lingtsby the BDA would provide useful constraints
while modeling the sources.

However, acting as a service facility and adding ontwo points in somebody else's project is
no doubt, a useful scientific activity, it is noery glamorous and would not excite younger
astronomers. More exciting would be to discover rneansient sources, initiate observations at
different observatories and carry out the modehing interpretation of the sources. This could be
achieved by regularly monitoring interesting fieldghe sky where the density of stars and henee th
probability of detecting such transients is higlos$ible regions to monitor are the galactic center
region, the Magellenic clouds and regions at geldongitude 90/270 degrees. A program to routinely
monitor a few selected fields in such regions, cioweb with near real time analysis of the data, woul
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enable detection of new transients and would trighe associated follow up activity. For this, the
contacts developed by acting as a radio facilityigers in other wavelength bands would come in
handy.

Astronomy is evolving rapidly and new areas of aesk keep cropping up. The filamentary
structures seen in polarization by the Westerbaki® Telescope, which are believed to be due to
structure in the foreground rotation measure scigeme example. A new telescope brings in new
people and new perspectives which generally leadseriod of enhanced scientific activity.
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ABSTRACT

This paper describes the Prototype of BDA phaskil&ation system. The stabilization
system provides attenuation of factors larger th@nfor high frequency temperature
perturbations in the cable and electronics box @ provide great stabilization of phase
delays in the system. The results of the testopadd showed the maximum rate of change
of temperature was of aboliClhour.

INTRODUCTION

The BDA - Brazilian Decimetric Array is a radiogstope formed by an array of antennas
dedicated to the study of Solar Physics. Individarsilennas are provided with a LNA (Low Noise
Amplifier) amplifier and a double conversion reaivalong with the electronics for tracking and
control movement of the antennas. The referencpifiecy signal to the receivers local oscillators is
generated centrally and is distributed to the remsithrough coaxial cables at 10 MHz frequency.
Using PLL (Phase-Locked Loop) circuits the indivadlureceivers generate their necessary LO
frequencies signals. The down converter signalgpaiHz, corresponding to the received signal for
the individual antennas, are them transmitted,uthinocoaxial cables to the analyzing circuitry ie th
control room.

Figure 1 shows the simplified block diagram of theeiving section of BDA.

Due to the large dimensions of the array (some taghdheters) and to its components being
located far apart and exposed to the sun, diffespatating temperatures and difference temperature
variations are expected to occur during observatiGiemperature variations may cause differential
delay variations in the signal transmitted in tiables and also cause differential delay variations
the receiver electronics. Also, due to long distabhetween the antennas and the long lengths of the
cables, the relative phase between the signalsngpfrom different antennas can be totally masked by
the temperature induced drifts.

STABILIZATION TECHNIQUES
Several different stabilization techniques are siameously employed to cope with temperature

induced phase instabilities: temperature compemsatf phase delay variations, thermal insulation,
and temperature stabilization.
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Figure 1 - BDA's receiving section simplified block diagram

TEMPERATURE COMPENSATION OF PHASE DELAYS

Propagation speed in coaxial cables is heavily nidpat on its temperature. Given the large
differences in the distances between the antenmdghe analyzing circuitry room, the temperature
induced differential phase shifts between cablesbeavery large, even if using phase-stable cable.

A simple technique is used to compensate for suiférehtial delays among different cables. The
technique consists is cutting, to the same eledtlength, all cables carrying the same type ofaig
from different antennas, regardless of the distdrat@veen the antenna the and analyzing circuitry
room. All cables are cut to the same length ofltmgest cable, the remaining length of cable being
kept at the same temperature as the used lengsinisg the cables are from the same manufacturer
and have the same temperature coefficient of thpggation speed, the differential delays among the
different cables are compensated for any temperatariation because the delays will track equally
among them.

As an illustration of this, measurements of phaskyd were carried-out for a length of 48
meter of the cable type intended to be used irBbA (coaxial RGC 213 manufactured by Datalink
Telecomunicagéao).

Phase delay measurements taken using an HP851Mtkemalyzer and a climatic chamber
are presented in the Figure 2.
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Fig. 2 - Phase delay measurements for cable datalink RGC213.

THERMAL INSULATION

Temperature compensation technique of cutting titividual cable to the same electrical
length is not enough to assure delays stabilitliydftemperature change seen by the cables is Boge.
in order to reduce the temperature changes indbkes, the cables are buried at 1.0 meter depth. It
was determined by tests that the temperature \@r&at this depth is only a very small fractiortlo#
ambient temperature variations, this effect beiagsed by the high thermal impedance of the soail, i.
e., high mass and low thermal conductivity.

The cable lengths that are not used, because tmg trom an antenna distant from the control
room, are coiled and kept at the basement floothef control room. The basement is also built
underground, has thick walls, no windows and ndspabove the surface. The cable bundle comes
directly from the underground conducts to insidelthsement floor.

Figure 3 shows actual ground temperature measutepandifferent depths, performed at the
site of the BDA during a period of one month. Theph shows that the temperature variation, at a
depth of 1.0 m, during a period of one hour is igggle. The one-day period noise, clearly visibie i
the measurements taken at 0.5 m and 1.0 m, is ¢diysénterference on the measurement system
from the condensation prevention heater turn-on/adf during night-time.

GEOTHERMAL COUPLING

There are parts of the system that, despite baiitgithentical, are difficult to compensated and
difficult to insulate from the environment tempen& changes because they must be installed above
ground due to required maintenance, etc. Thesdharaeceiver box, the LNA amplifier and the
interconnecting cables. Those parts are diffiauistabilize because they have low thermal inerith a
are exposed to the atmosphere and to the sun.enfygetature stability of those parts are assured by
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insulating them from the environment by using iaioh foam material and coupling them to the
thermally stable ground temperature by a geothehmal exchanger using air as a heat transport fluid

UNDERGROUND TEMPERATURES
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Fig. 3 - Actual temperature monitoring at different depths.

PROTOTYPE OF BDA PHASE STABILIZATION SYSTEM

Description

Instead of starting taking measurements of grotwedntal conductivity, thermal capacity, etc,
for the proper dimensioning of the stabilizatiorsteyn, it was decided to build a prototype of the
system in one antenna and, after some tests, atjudtaracteristics (insulation thickness, aireshe
etc) to meet our requirements. It was agreed thiat dould save time in the development of the
system.

The prototype design is of a closed type, i.e.,.Séi@e air is used to transport the heat to/from
the antenna system and the underground heat exahdrgs would prevent condensation inside the
system caused by the prevalent high humidity carditat the site, which would occur if an open
system was used.

Several difficulties have arisen during the seasthihe necessary material for building the
prototype. The most difficult problem to solve wadind an adequate air blower. It was found that i
is possible to find in the market several typesxial flow blowers with several different sizes and
capacities but, radial flow blower, the most adégdar the prototype, could be found only in a very
small number of different capacities. The prototyyas built only using commercial available parts.
Coaxial cables are running inside regular eledtidoaduits and are thermally insulated using closed
cell polyethylene foam tubing used in hot watertesysfor residential buildings. Thermal insulatien i
improved by the use of aluminized adhesive tape. fHteiver electronics is installed inside a rigid
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PVC box insulated with polystyrene foam. The aowsr case and the LNA box were insulated using
closed cell synthetic rubber foam (Armaflex). Ttse wf different materials for different applicatson
was required because some materials are only blailarigid sheets, inappropriate to insulate Isoxe
of cylindrical or irregular shapes.

The underground heat exchanger was built usingvilied 40 mm diameter rigid PVC piping
commonly used for residential sewer system. Theergrdund heat exchanger has a total length of 12
m and was buried at 1.0 m depth. No action wastédkeémprove the heat conductivity of the soil in
the region of the heat exchanger. The total lengthe external (above ground) system is aboutef t
length of the underground heat exchanger. Consigdhie soil temperature absolutely stable, it is
foreseen that the attenuation of the external teatpee variations must be in direct proportiontte t
ratio between the internal-to-external thermal stasice and the internal-to-soil thermal resistance.
Figure 4 presents a sketch of the heat exchanggpipimg system.

Cable inside - Reference frequency

a!r ducts plus - Correlators
air return duct
Air blower box

—| Grotind level

L3

Air and air Cable duct
return duct

Fig. 4 - Sketch of the heat exchanger and piping system.

EXPERIMENTAL RESULTS

Test of July 16", 2008

The test performed in July 162008, was done before the planned configuratmmttie
prototype had been fully completed. There were sdergths of piping not insulated with
polyethylene foam, aluminized film was not appl@er the thermal insulation, and the blower motor
was not thermally insulated from the blower. Figbrghows the temperature evolution during the test.

It can be seen from the graph that the internaptrature was closer to the external temperature
than to the soil temperature. This effect is causggoor thermal insulation in the above ground
system parts. Some filtering of the external varet can be seen due to higher thermal impedance of
the system. It is clearly visible that the interteinperature was rising with a rate greater than th
external temperature. This effect was probably edusy the heating introduced by the blower motor.
Another test was planned after the system thenmsalation was improved.
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Fig. 5 - Temperature evolution during the first test.

Test of July 28", 2008

The second test was done after better insulatiothefexternal piping, the installation of
aluminized adhesive tape over the expose pipingtlaadbetter insulation between the electric motor
and the blower. Measurements taken during the setemh are presented in the Figure 6.

The results of the second test show that is mutierbencoupling of the external environment
temperature and the internal system. The maximue o0& change of temperature was of about
1°C/hour.

CONCLUSION

Measurements taken without any stabilization systpnesented in Figure 7, show that
temperature variation of more than’Cthour can occur. The stabilization system provitésnuation
of factors larger than 10 for high frequency terapare perturbations in the cable and electronies bo
and can provide great stabilization of phase delayghe system. It is planned to carry-out
measurements of the phase variations caused byhberved temperature variations to verify if
upgrades are still required in the prototype.
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ABSTRACT

The process to generate images from the raw detdvias several steps: editing, calibration,
deconvolution and cleaning. In order to generate-dimensional brightness temperature
map of the Sun in a snapshot mode, we have dewekpalpha version of a computational
code, making use of the ten baselines availablénfiPrototype of the Brazilian Decimetric

Array (PBDA) five element array operating in transiode. The code based on simple
assumptions and a standard method was developkd Matlab environment. Description of

the method, assumptions and parameters appliedhedrcdde development are described.
One-dimensional brightness temperature map of tirevll be presented using raw data of
five element array and that of the calibrator sesrc

Key-words: 1D imaging, BDA, brightness

INTRODUCTION

It is well known since the beginnings of radio ifiéeometry that the brightness distribution of a
target source in principle can be obtained applgitgurier Transform to the measured visibilityadat
However, it is not so simple and both the elemeimgry beam pattern and sampling in the uv-plane,
due to the array configuration, must be taken eatoount during the process of reducing data as
purpose to produce an acceptable quality imageef@éy, the primary beam pattern is not known
analytically and then must be determined empirjcallso, geometry of the array configuration
together the source position in the sky permitousniow in detail the sampling in the uv-plane adl we
as geometric delay. In addition, noise must berntdkéo account for the recorded data. The basic
equation, Eq. (1), is given by (Thompson et al94)9

1°(,m) = T TS(u,v)V'(u,v)ez’*(“'*vm)dldm (1)

—00 —00

S is the @,v) sampling function, V’ the observed visibility dathich has intrinsic noise, atft{l,m) is
known as “dirty image” due to the artifacts whiale generated by the limited discrete sampling and
gaps in the uv-plane of the array. As the Fourran$form cannot be analytically represented it must
be numerically approximated. This can be done eiflye“Direct Fourier Transform - DFT” or by
interpolating the data onto a rectangular grid after that apply the “Fast Fourier Transform - FFT”
algorithm (Taylor et al., 2003). In this work weodse the FFT method. Also, due to the array design
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at regular spacings a natural weighting is assumed.

To recover(l,m), i.e. the recovered “clean image” frdff(l,m) either a model with determined
parameters, or a non-parametric approach mustdgk 8y a practical point of view two algorithms
have been applied during last four decades. CLEAINN Maximum Entropy (MEM) methods are the
most traditional and widely used to produce a ‘clgaage” since the “dirty image”. Each one has its
own advantages and drawbacks (Taylor et al., 2@8jussed below. We know that recently
improved versions of the traditional algorithms ahgibrid ones have been applied to the
interferometric data showing better results in cargon to the algorithms used before (Wakker and
Schwarz, 1998). However, several additional aspeauist be considered to implement any other
method than CLEAN which we used on the code. CLEANasically an empirical method which
produces a brightness distribution image of a sdrom raw data and calibration, although its
criterious noise analysis is not available yet (btiig, 1974; Taylor et al., 2003).

Also, the five antenna array (PBDA) is a prototymét into operation to engineering and
operational tests in actual conditions of severather in open field. Details of PBDA are given in
Sawant et al. (2007).

In this work, we present a computational code dgyakent and generation as a purpose to
produce 1D Sun brightness profiles using the BDdtgiype East-West 5-element array data. It is the
alpha version based on the pure CLEAN algorithmglhtim, 1974). Preliminary results of its
application to PBDA data are also presented. Adsdiscussion about these first results to guideeeit
future developments or alternatives is described.

TRADITIONAL ALGORITMS APPLIED TO GENERATION OF INTE RFEROMETRIC
IMAGES

We know the brightness distribution of a targetrseucan in principle be obtained by the
inverse Fourier transform of the measured visipifitnction. By this method a “dirty” image is
produced which requires further processing. Thetiatal processing must take into account for the
primary beam pattern of each antenna (assuminanéinnas are identical), sampling function in the
uv-plane, and the calibration of interferometritadasing calibrator sources, e.g. Cygnus-A.

1- CLEAN — The CLEAN method was first noticed by749(Ho6gbom, 1974). Roughly, it is an
empirical method that represents emission compsrgni-functions. Initially, maximum intensity is
identified in the image as the strongest compadssgon component. About 10% of that component
with a Gaussian fit is removed from the image. Attes the strongest component is compared with
the rms noise level in the image. In case bothaluit at the same level the “cleaning” process is
stopped and the “clean” image is restored. Thistitutes the first cycle of “CLEAN". In case, the
emission components present in the image are srahgn noise a new cycle of “cleaning” runs
iteratively. This process keep running until thst leomponent in the image is at the rms noise level
Then, all components removed are restored andrthkifage is produced. As “CLEAN" is modeling
compact sources is dedicated to image either poiodbmpact sources. Despite of that three condition
are required as to provide good quality imagestfFihe beam must be symmetric; second, the beam
must be positive definite or semi-positive definiad the last, there must be no spatial frequencie
present in the dirty image which are not also presethe dirty beam.

2- MEM — Maximum Entropy Method is an analytic madh(Frieden, 1972; Frieden and Burke,
1972). In this case, the image selected is thatiwtiis the data, to within the noise level, angbatas
maximum entropy. Here, entropy can be defined lyetkpression (Taylor et al., 2003) given in Eq.

(2):
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whereMy is the “default” image to allow a priori informati to be used. A “default” image is assumed
as model. Then, a priori information is used basedata constrained to the fact that thexﬁt,of the
predicted visibility to that observed, be closé¢he expected value given by Eq. (3):

Vk) _Vl(uk'Vk)|
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Maximizing H with the constraint thg® be equal to expected value leads to an image vittich
the long spacings extremely well (better than dince that a predicted value for the zero-spafiing
density is provided by the user (Cornwell and Ey4885).

COMPUTATIONAL CODE DEVELOPMENT

The computational code development was based guliied hypothesis and assumptions as a
purpose the alpha version be available in a reltishort time. Actual version is a crude code \whic
requires several additional improvements. Howefiest and preliminary results could be obtained
and give us information about the interferometarcfioning, quality of data, and subside to plan
either a further code improvement or necessityeo¥ node development.

The hypothesis on which the computational codaset are the following:

1- Application of the closure phase method provideshist phase calibration;

2- Observations of the Sun on transit mode are ablet@rate a sufficiently high S/N ratio on
the data recorded,;

3- Snapshot mode permits us to produce an imagetobragssource like the Sun;

4- The phase gains do not change during a sampleaf da

5- No solar activity is noticed during the acquisitiminsample data used to generate the image;

6- Any interference signal which could deprove theadgmality is completely mitigated by the

Walsh switching put at the back-end before theetator inputs;

7- Last significant digit on data bring no useful inf@ation about measured visibilities and is
excluded from raw data through the edition datzgss;

8- Instrumental phase components keep constant duhagdata recording and cause no
disturbance relevant to a deproval of data quality;

- Pure CLEAN method gives us good results;

10-  Amplitude is normalized to the maximum measuredi@an the smaller baselines and scaled
with the daily solar flux measured by solar patrdle absolute amplitude calibration is done because
the absence of a strong source with a compardtixddvel as the Sun.

By the other side, taking into account for all ingitations relative to available time, experience
and practice on interferomety and computer codeldgment for interferometry, as starting point we
based on the following assumptions:

I. The most important is phase calibration. Absolutglé#gude calibration is not applied to this
version of the code;

II. A modular architecture of the code is the best @ggin. Each module executes a determined
task or run a specific function. The assemblinglbfnodules integrate the computational code
generated;
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lll. Correction for the slope and shift of the fringesnf zero mean are required and applied to the
data (mean of the first and last 200 points araigdit line fit). This is part of the editing data
processing;

IV. Due to array design the final antennas configunaisoapproximately at regular spacings. This
permitted us to develop a code whose samplingsedan a natural weighting;

V. Time evolution of baseline amplitudes can well itted by Gaussian profiles. The maximum of
each Gaussian gives us amplitude maxima for adlives;

VI. Corrupted fringe patterns, amplitude profiles, amdtable phases are criteria used to edit data
and exclude baselines which have compromised data.

VII. The Single Value Decomposition function availali¢tie MatLab environment is able to apply
the “closure phase” method (Jennison, 1958; Rog4t868; Readhead and Wilkinson, 1978;
Pearson and Readhead, 1984) and find a good aiddse&ltion for the calibrated phases.

With those hypothesis and assumptions on mind ant te code development on a relatively
flexible and available computational environmenga{Mab) which had the most of functions necessary
for the code generation. The software was planmea main code and several modules with pieces of
code which correspond each one to a specific fonair task. The only usage of the main code is to
establish a hierarchy and organize all the modugaired. Then, the code is composed of one main
code and eleven modules. Some few modules execate nomplex tasks. For instance, those
modules which perform the “closure phase” as weslltlle one executing the deconvolution and
“cleaning” make use of fundamental functions andespond to relatively complex tasks required.
Despite the code be responsible for the execufidanztions and tasks, it is interactive with treeu
In this sense, the user is totally responsiblaterinputs of parameters as well as to define hioéces
requested by the code based on all available irgthiom about the instrument, observational process,
and target source.

It has to be mentioned that some of the most wide&d software packages to perform the tasks
of edition, calibration, deconvolution and imagiofyinterferometric data are AIPS, MIRIAD, CLIC
and CASA. There are some packages of restrictegeusar instance, NEWSTAR and FESTIVAL.
For details on these refer to the internet.

APPLICATION TO THE BDA PROTOTYPE DATA AND PRELIMINA RY RESULTS

To test the functionality and validate the codedal@ped and generated we selected a small
sample of PBDA data. Besides, the application efdbde to actual data recorded by the prototype
permit us to check the interferometer is workinggarly or not. Doing this way, we could verify the
best results are obtained for three of the fivetelsb baselines of the array (1x2, 2x3, and 1x3), a
therefore these are used systematically to obtain D brightness profiles using PBDA data.
Particularly, we selected one sample of relativaty data as well as one sample of more recent and
good quality data. The results of the code apptnato PBDA data are shown on Figures 1 and 2
jointly to EUV and X-ray data for comparison. Figut (top) shows the 1400 MHz 1D brightness
distribution of the Sun on f(Sept., 2007 at 17UT. EUV, 175 A (EIT-SOHO) solamior same day
is also shown (bottom). Figure 2 exhibits the 1808z 1D brightness distribution of the Sun for"11
Dec. 2004 at 15UT (bottom). Also, is exhibited {t&ast-West one-dimensional soft X-ray image of
the solar corona for the same day and time. Thginadi 2D image was integrated along latitude to
allow us a comparison.

It has to be taken into consideration that theseresults of the alpha version code applied to
data of three baselines of the array. Then, thessieely smooth profiles obtained are mainly due to
these reasons. However, as mentioned above, i iarlimited to five antennas and the processing
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of any sample of data using additional baselinsslted in unreasonable 1D profiles in comparison to
data on other spectral bands, e.g., EUV and X-ray.

1400 MiHz Saolar Map - BDA S Antennas,
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12

T
Baselines: 1x2, 1x3 & 2x3

10k SRR O— J— e R — S

Brightness temperature (k)

|:| 1 1 I I I H
-20 -15 -10 -5 ] 5 10 15 20
Width [Arc minute)

E Fa Xl {195 &) 10-Sep—2007 05:23:21.892

¥ [oncases)

—s00

—1000

~ 1000 500 []

% [armnas)

Fig. 1 — (Top) One-dimensional 1400 MHz brightness distribution of the Sun obtained on 10" Sept.
2007 at 17 UT, using 5-antennas BDA Prototype. (Bottom) EUV (175 A) image of the solar corona on
10" Sept. 2007 at ~ 5:30 UT, obtained from EIT experiment on board SOHO satellite.
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Fig. 2 — (Top) East-West one-dimensional soft X-ray image of the solar corona on 11" Dec. 2004 at 15
UT. Original two-dimensional image was integrated along the latitude (North-South direction) to
permits a comparison with the radio brightness distribution obtained from BDA 1600 MHz observations
(Sawant et al., 2007). (Bottom) One-dimensional 1600 MHz brightness distribution of the Sun obtained
on 11" Dec. 2004 at 15 UT, using 5-antennas BDA Prototype.

DISCUSSIONS

Based on the results obtained by the applicatiothefcomputational code developed some
considerations must be done. First, in the codeimptemented the empirical and simple algorithm
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CLEAN due to the limited experience of developenscomputation for interferometry. Despite this,
at least a preliminary and operational code coeldénerated even though based on the most simple
and traditional algorithm.

Second, the five element array was designed exellysio perform engineering and operational
tests of the several systems and sub-systems iacthal operation conditions at open land subjected
to weather conditions as well as eventual interfegesignals. Although some results showing the
proper performance of the interferometer could lb@ioed, those are not for scientific purpose due t
the limited number of useful baselines with goothda.

The last, generated code is the first version erdypha — supported by various hypothesis and
assumptions. From this point there are at leastdmmces. To go ahead with the code development
upgranding to a modern algorithm in a more soptagtid and complete code which attends the
requirements of the BDA. The other choice is topadiae data acquisition and formatting as a purpose
the freely available Packages, e.g. AIPS, can leel bs perform the reducing data to generate the
interferometric images.
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HIGHLIGHTS OF RADIOASTRONOMY IN BRAZIL FOR THE LAST
THREE DECADES

Zulema Abraham
Instituto Astrondmico e Geofisico, USP
ABSTRACT

The development of radioastronomy in Brazil is sty related to the installation of the 14
m Itapetinga radiotelescope, which operates infteguency range 20-50 GHz. In the
decade of 1970, it was crucial for the discoverynainy southern hemisphere strongdH
and SiO maser sources and to the follow up of thegiable emission. It also resulted in the
first detection of maser sources in external gaxiThe continuum thermal and non-
thermal emission from galactic sources and fromv&dBGalactic Nuclei were also studied,
for which tracking and data acquisition techniqwesre developed, to overcome the
limitations imposed by the fast changing sky cdmittion, typical at these frequencies. The
Itapetinga radiotelescope participated in sevetd8Mcampaigns related to the study of the
changing structure of AGN cores, using the MARKdlta acquisition system; the increase
in the north-south baseline allowed the study ks equatorial sources with an almost
circular beam.

SCIENCE WITH THE ITAPETINGA RADIOTELESCOPE

Since this workshop is dedicated specially to imsntal work, | will emphasize the
improvements made to the Itapetinga radiotelesceggecially concerning its tracking facilities and
data acquisition systems, which allowed most of gbientific work done during the last 30 years,
which | will also discuss. The 13.7 m Itapetingadictelescope became available for
radioastronomical work around 1973. It was the fiasslome enclosed radiotelescope build by ESSCO
Corporation, and a large controversy arouse reggnts use for radioastronomy. Nowadays, similar
radiotelescopes are used around the world (Fin@pdin, Korea, China, etc).

THE SCIENTIFIC CHALLENGE

Extragalactic Radioastronomy

During the decade of 1970, astronomers were disausse nature of the recently discovered
QSRs (Quasi Stellar Radiosources), specially thegeictic or extragalactic nature (Hoyle et al., @96
Rees, 1967; Jones and Burbridge, 1973; Burbrid§&9)L The main argument in favor of their
galactic origin was the very high intrinsic lumiitgsthat would result if they were at extragalactic
distances.

The nature of the radio emission had been alretidpwaed to incoherent synchrotron emission
of a non thermal population of relativistic elecitsorotating around the magnetic field lines (Alvén
and Herlofson, 1950; Shklovsky, 1953). Soon aftsr dssociation of QSRs with optical, high



Z. Abraham

redshifted objects, it was discovered that its tliexsity varied in timescales of months (Dent, 1965
Scholomitskii, 1965), Variability put constrains tthe actual size of the emitting object:
| < 2ct, (1+ z), which allowed the calculation of the brightnemsiperatures, which needed to ke>T
10" K, to avoid the Compton catastrophe. To explaiehkistence of sources with $ 10 K, Rees
(1966) postulated the relativistic expansion of #gmitting source. In this case, the timgein the
observer frame, must be multiplied by the Doppdetdr 0 of the relativistic expansion, which can be
large, increasing in the same proportion the aizal of the emitting sourde< 2ct, {1+ z).

The spectra of quasars soon extended up to 90 @tz presented different shapes. In some
cases the spectra resembled that of the extergange of radiogalaxies, with the flux density
decreasing with frequency as a power law. Othesgmed a canonical spectrum, decaying at both
sides of a central frequency, also as power lawsveder, a large portion of the spectra presentdd fl
spectra, which would require a very specific combion of magnetic field and electron density
distribution laws to be produced, this requiremeas called the “cosmic conspiracy” (Cotton et al.,
1980).

The decade of 1970 was dedicated to data collectiorBrazil, the recently inaugurated
Itapetinga radiotelescope , with a radome encldsed m dish, operated initially at 22 GHz and later
on also at 30 and 43 GHz; it was used by Kaufmarah. €1974) to obtain the brightness distribution
of the central region of the nearest radiogalaxyQS&28, also known as Centaurus A. Variability
studies of this source in timescales of days andtihsoshowed some quiescent periods (Fogarty and
Schuch, 1975), and others with variability in diffet timescales (Kaufmann et al., 1977; Kaufmann
and Raffaelli, 1979).

Due to its proximity, Centaurus A appears as a pfmvsource. Quasars, on the other hand,
even being intrinsically brighter, are so far avfagt their flux density is very low. This fact, &tger
with the high contribution of the earth atmospheesults in a very small signal to noise ratio and
prevents the detection of a large part of them. $tieeme used for these observations was beam
switching, in which the signal introduced by theise and the sky in one horn is subtracted from the
contribution of the sky, measured by another hatman offset of about 20" in azimuth. The switching
was made at a rate of about 100 Hz and the hotrobis®rved the source switched periodically every
minute (ON-ON). This method, which in principleminates the contribution of the atmosphere, can
cause large errors in the measured flux, due toll sdifierence of gain between the horns,
inhomogeneities in the atmospheric emission anthénradome transmission. To eliminate these
problems, several new observational methods weredinced in Itapetinga, involving changes in the
tracking and data acquisition systems (Abraham9)1L98irst, the interval in the ON-ON switching
were reduced from 1 minute to 20 seconds, aftesvdhe ON-OFF synchronous method was
introduced, intended to cancel the contributiorpo$sible standing waves produced in the radome
structure. Finally, the method of SCANS was intrmetly in which the radiotelescope scans the sky
with an amplitude, direction and duration fixed thg observer, passing in front of the source in the
middle of the scan. This method resulted more bldidbecause it allows visualizing a point sourse a
a Gaussian at the center of the scan, with halfepavidth equal to the beam width HPBW. Latter, a
method was developed, using a noise source andom@ temperature load, to compensate the
atmospheric absorption even in the presence oftaagleme, which allowed variability studies, even
when the source was visible during the night (Aeratand Kokubun, 1992).

The development of these observational technigllesved the extension of the spectra of
southern hemisphere QSRs to 22 and 43 GHz. Theg,wetthat time, the highest frequencies used
systematically (except for a few isolated measurgmat 90 GHz). Initially, research was limited to
the determination of the spectra of a sample oéaibj which resulted to have either canonical,
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decreasing power law or flat shapes (Medeiros, 198bmparison with spectra obtained at other
epochs, extracted from the literature, show thahesmf them, classified as flat, had presented
variations, which converted them, at least at hifgaquencies, in canonical, so that the
phenomenological classification of QSRs lost ithdity (Abraham, Medeiros & Kaufmann, 1984).
Studies of variability using the scanning methodrtetl in 1980 and extends up to the present
(Abraham, Medeiros and Kaufmann, 1984; Botti andaflhm, 1988; Tornikoski et al., 1993; 1996).

The existence of very small sources in the corequdsars was confirmed by the first
measurements made with VLBI (Very long Baselineif@rometry, which provided mas resolution.
This technique involves two or more radiotelescopathout any physical connection, separated by
hundreds or thousands of kilometers. Besides findimresolved sources, with sizes smaller than 1 pc,
complex sources were discovered, with their stmgcithanging with time. Two of the strongest
quasars at radio wavelengths, 3C273 and 3C279,wedeled by the simplest two component model,
but structural variations indicated that the themponents were separating with superluminal
velocities (Whitney et al., 1971; Cohen et al., 97These velocities are easy to explain through
special relativity, if the emission arises in g jeith relativistic bulk motion, which forms a srhal
angle with the line of sight.

The temporal evolution of the superluminal compasesmow that their flux density decreases
as they separate from the core; in a few casestiricreases when the component is very closeeo
core, and afterwards it decreases, showing thasdbece became optically thin. As the components
separate from the core, new components are forthdd. believed that the process involves the
formation of shock waves, which propagate along jdte The electrons are first accelerated, and
afterwards they lose energy, first by the synclorofprocess and afterwards by the inverse Compton
and adiabatic expansion (Marsher and Gear, 1988 Ehe point of vies of single dish observations,
the birth of a new component can be seen as a #tding at high frequencies (optical and infdyre
and propagating to millimeter and radio waveleng@iservations of variability at 22 and 43 GHz
made at Itapetinga allowed the identification ofesal peaks in the light curves of 3C273 with the
formation of new components in the parsec scaledgtected with VLBI techniques (Abraham and
Botti, 1990).

A Mark Il VLBI data acquisition system was built Brazil through a CNPg-NSF agreement,
involving Itapetinga and Hystack observatories, anti0.7 GHz was provided by CALTECH. The
participation of Itapetinga in the interferometaloservations was very important because it improved
the north-south coverage of the u-v plane, espgcialportant for equatorial sources, The first
observations of 3C273 were performed in 1984 (Eiret al., 1985), and repeated several times
afterwards, including 3C279. These are the only $tvong enough objects that can be observed with
good signal to noise ratio. Otherwise, the integratime is limited by the stability of the rubidiu
atomic clock; the appropriate hydrogen maser clgag, by that time, too expensive for the Brazilian
budget. When the VLBI acquisition system changedARK Il it also became too expensive,
especially the magnetic tape storage system, analibkervations were discontinued. The advent of
the VLBA was also a factor in this decision, siitceomehow provides a better coverage of the north-
south baselines.

Here, there seem to be an appropriate place to eotnom the difficulties of radioastronomy in
Itapetinga during the first decades of operatiant, anly for the low budget, but also because of
market protection, meaning that the acquisitionngported equipment, even computers was very
difficult, and sometimes impossible. When thesdric®ons were lifted, the problem became the
opposite, foreign countries, especially the USA] dot allow exportation of high technology, for
security reasons.

Despite the observational difficulties, importanédretical work was inspired in the VLBI and
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single dish variability studies. Interferometrizdies along the years showed that the velocities an
position angles in the plane of the sky of theedéht superluminal components remain constant for
each component, but can vary by a large amountdsgtwomponents, (Carrara et al., 1993; Abraham
et al., 1996). This behavior was attributed tqopeicession and applied successfully to severattshje
2C279, 3C273, 0J287, 3C345, 3C120, BL Lac (Abrahach Carrara, 1998; Abraham and Romero,
1999; Abraham, 2000; Caproni and Abraham, 200484RD The origin of the precession could be
either a black hole system), with an accretion diskcoincident with the plane of the orbit (Romero
et al., 2000), or the Bardeen-Peterson effect,ymred by the misalignment between the relativigic |
and spin axis of a Kerr black hole (Caproni, Mosgt@uesta and Abraham, 2004; 2006a; 2006b;
2007).

Galactic radioastronomy

The decade of 1970 was also important for galaetittoastronomy. Surveys of the galactic
plane were made at 408 MHz and 5 GHz, which allothedclassification of the sources in thermal
HIl regions and non-thermal synchrotron sourcess@Gand Shaver, 1970; Shaver and Goss, 1970).
These surveys are very important, because margesétregions are not visible at optical wavelengths
because of the high extinction. At the same timeartd He recombination lines, representing the
transitions between high quantum number statese wiserved in the direction of HIl regions, and
the source distances determined using kinematichadst (Wilson et al., 1970). However, the
detection of maser emission in transitions of males like OH, HO and SiO, was probably the
principal discovery of that epoch (McGee et al.63;9Cheung et al., 1969; Thaddeus et al., 1974).
Itapetinga was specially equipped for maser obsiens first with the 22 GHz receiver, appropriate
for the water maser transition and latter at 43 Gidr several transitions of the SiO molecule.
Several unknown water sources associated withfstaming regions and late stars were detected
(Kaufmann et al., 1974; 1976; 1977; Scalise and Bt880; Braz and Scalise, 1982). The SiO J=1-0
(v=3 transition was observed for the first time ap#tinga at several late type supergiants detected
(Scalise and Lépine, 1978; Lépine, Scalise and faefn, 1978). The receivers were room
temperature superheterodyne systems with a muttngiaspectrograph consisting of 45 channels with
100 kHz bandwidth (about 1.3 krit selocity resolution at 22 GHz). Weak sources waserved
with a cryogenic H maser receiver lent by Haystatlcostly campaigns, since the He cooling system
was not closed. Here again, we must emphasizeattieih Brazil of competitive receivers, which
were lent by foreign observatories because of thmatierest in the new southern hemisphere
discoveries. Besides new galactic masers we mughasize the discovery of the first water vapor
megamaser, in the galaxy NGC4959 (dos Santos apihé,€1979), in the Large Magellanic Cloud
(Scalise, Gahm and Sandell, 1981) and the stropgjigrized maser in Orion (Abraham et al., 1981;
Abraham, Vilas Boas and del Ciampo, 1986; Vilas 8aad Abraham, 1988; Abraham and Vilas
Boas, 1996).

In the decade of 1990, a close cycle cryogeniciveceoperating at 22-24 GHz, was acquired
from NRAO though a FAPESP grant, which allowed thservation of the NHtransitions (Vilas
Boas and Abraham, 2000; Caproni, Abraham and \Blaas, 2000). The H@&6recombination line
was also detected towards HIl regions, and evideontaon-LTE conditions discovered in some of
them; they must be produced in the very high dgrgas present in ultra-compact regions (Celoni,
1997).

The recent advances in infrared astronomy, with dbestruction of very sensitive imaging
cameras, showed the existence of very young stdlliaters still embedded in their parent molecular
cloud, as already predicted by the presence oinfeared IRAS point sources, with colors of ultra-
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compact Hll regions (Wood and Churchwell, 1989) aradecular line emission from high density gas
(Bromfman, Nyman and May, 1996). Most of the rachmtinuum surveys have angular resolution of
the order of 4’ (Goss and Shaver, 1970; ShaverGoss, 1970; Haynes, Caswell and Simons, 1978;
Griffith and Wright, 1993; Condon, Broderick andi&gstad, 1989; 1991), which is not enough to
study individual clusters, or very high resolutiGwbtained with interferometers, eg. Walsh et al.,
1998), in which case only the very compact soustesdetected. Itapetinga’s 43 GHz detector has a
HPBW of about 2’, and turned out to be an interraeitool to detect the embedded HIl regions
(Barres de Almeida, 2006).

FINAL REMARKS

Radioastronomy in Brazil had a difficult developmeih suffered first from difficulties in the
acquisition of competitive equipment, due to manedtection, first in Brazil and afterwards in the
rest of the world. It suffered also, especiallytie last decade, for the lack of engineers in the
technical staff of Itapetinga. It suffered finalbf the hot and humid tropical weather that makes
difficult to eliminate atmospheric emission at cnrdanm wavelengths. However, the scientific work
that can be done with the radiotelescope is stilid: we have the whole galaxy to be mapped at 22
and 43 GHz, H recombination lines to be observedatelengths at which non-LTE effect can be
large, and high density molecular clouds that cambp in the Nkland CS transitions.
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ABSTRACT

This paper describes specifications and currengirpes on CSRH project. Also, receive
system includes antenna, optical fiber, analog iveceand correlator is introduced.
Furthermore, array design for CSRH project has hmsformed from early 2004, and we
consider several configurations, such as T shamhape and others, and choose spiral shape
array finally. Some simulated results on array giesire also presented in this paper.

Key-words: Radioheliograph, system design, array design

INTRODUCTION

Imaging spectroscopy over centimeter and decimetawelength range are important for
addressing fundamental problems of energy relepadijcle acceleration and particle transport
(Bastian et al., 1998). Therefore a new instruneaable of true imaging spectroscopy, with high
temporal, spatial, and spectral resolutions is irequto meet this end (Gary & Keller, 2004). The
Chinese solar physics community had long been ngsto build a radioheliograph. Some pre-studies
were carried out on proposals for radioheliographeither centimeter-band (Hu et al., 1984) or
millimeter-band (Fu et al., 1997), but none of thésd been implemented. Following these lines, it
was suggested to build a Chinese Spectral Radignaph (CSRH) in the decimetric to centimeter-
wave range with a limited budget in the next fevarge(Yan et al., 2004). A prototype study of 2-
element interferometer has been built and testedvierall design. The site survey for the CSRHyarra
is carried out and a radio quiet region in Innemiglalia of China appears promising.

CSRH SYSTEM OVERVIEW

In order to understand the coronal dynamics, tleeaestrong need to have high spatial, temporal
and spectral resolutions in radio observations ®#RRH or FASR (Bastian, 2003; Vilmer, 2006). The
proposed specifications for the CSRH, as drivesdgntific requirements, are shown in Table 1 (Yan
et al., 2004).
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The CSRH project is composed of two phase-pha4@d {Hz-2 GHz) and phase Il (2 GHz-15
GHz). The block diagram of phase | is shown in Fegl.

Table 1 - The specifications of CSRH

Frequency Range0.4 - 15 GHz .75 -2 cm)
Frequency Resolution 64 or 128 chan (I: 0.4-2 GHz)
32 or 64 chan (Il: 2-15 GHz)
Spatial Resolution 1"350"
Temporal Resolution <100 ms (0.4-15 GHz)
Dynamic Range 30 db (snhapshot)
Polarizations Dual circular L, R
Array (40x4.5 m + 60x2 m) parabolic antennas
Lmax 3 km
Field of view 0.6°—7°

PROTOTYPE EXPERIMENTS OF CSRH

A prototype study of two elements has been cawigdor overall design since 2004 at Miyun
radio observation station of NAOC. The prototypstsgn includes two 4.5m antennas, LNA (Low
Noise Amplifier), Optical transmitter, Optical fiheoptical receiver, radio frequency receiver and
digital correlator receiver.

The two antennas are in the E-W direction and @elne is 7.986 m. The left- and right-
handed circular polarization signals are receivgdAbISERLIN (Annular Sector, Radiating-Line)
feed in 1.2-1.8 GHz range mounted at the primedaxfueach dish. LNA is connected to left-handed
circular polarization port of feed. Optical transtei and LNA are installed in a front-end box. The
optical signal from each antenna is transmittethéoobservation building located at a distances6f 1
m from antennas through a 200 m long, phase-stadileal fiber. The amplified RF signal is mixed
with two local oscillator signals, then down-corteer to a single sideband IF signal (10-200 MHz).
These signals are digitized using an 8bits, 4009viigitizier, and then pass through a digital filte
bank. These digital signals were recorded in ditd &/D conversion so that we can process them in
different ways (such as different bits quantizatimeequency channelization method, Wang et. al.,
2006). Also, we can prove the result of correldtprprocessing the recorded data. The signals from
the two channels pass through delay lines andlatetewith one-bit, two-level quantization. In dela
adjustment unit, we have simultaneous 64 delay ridlaautputs within + 80 ns shift in order to
analyze the results.
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Observational results
Observation of weather satellite: Before obsenthmgsun, observation of weather satellite was

carried out at Miyun station (longitude 116.977° I&titude 40.558° N) during July 2005. The
observing frequency was 1687.5 MHz, and bandwiddls & MHz. The first fringe was obtained by
observation of satellite. We obtained very goodelated coefficient (>0.9) because the signal came
from satellite is strong, compact enough and thellga can be treated as a point source. Thisltresu
corresponded well with theoretical analysis.

Observation of the quiet sun: We performed two dsygervation of the quiet sun using CSRH
prototype system. The sun was tracked from 4:5%dJT:49 UT on July 7 2005, and observed data
was recorded per 10 minutes. The other observatated at 1:45 UT and ended at 5:00 UT on July 8
2005, data was recorded per 5minutes. Observegkefiobtained in the sun observation was shown in
Figure 2.

Corvelared CoefTicients (Cozoure Term b

+HOnNE

fome delay

-Musl
1:45 08 Tuly 2005 (LT 18 00

Fig. 2 - Observed fringe variation in 64 channels at a cadence of ~5 min with 8 m short baseline.

Generally, the quiet sun can be assumed as a omyfdoright disk in radio astronomy.
Therefore, Fourier transform of uniform disk, whitdin be named as visibilities in interferometryy ca
be computed.

So, we computed the visibilities as the theoretigdilie to estimate observation of the sun with
2-element interferometer. In CSRH prototype expents, correlated coefficients we observed is
about 0.6~0.7. This value is in good agreement thightheoretical values.

As we all know that phase error is more importanant amplitude error in modern
interferometers, and phase errors are the domoauge of poor imaging (Perley, 1989). Also, phase
error is hard to estimate in CSRH prototype systdthough we took observation of satellite as
calibration data to correct system error.

If the sun is quiet in our observed duration, thfedence between phase center of the 2-element
interferometer and center of the sun is dominanseaf phase error. Furthermore, antenna position
errors and pointing error must be considered isdhexperiments.

So, theoretical phase can be calculated accordingbserving time, observing site, source
position if the errors (include antenna positioroeand pointing error) were assumed. Also, phdse o
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visibilities can be derived from observed data. @literence between theoretical phase and observed
phase is shown in Figure 3.
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Fig. 3 - the phase change of visibility versus time deduced from observed data (star symbols) and the
theoretic curve (the solid line) on 8 July 2005.

ARRAY DESIGN

As we all know that the method of aperture synthésibased on sampling the visibilities
function with separate telescopes distributed @& ukv plane. Imaging simulations clearly show that
the exact distribution of antennas dose strondlgcaimaging quality. For CSRH project, because of
the limited antennas, we have to receive a smalhtify of u-v sample points in the u-v plane, and
even worse in snapshot. To obtain high qualityoddiaging, an appropriate array configuration is
necessary. So we do some work on array designS&+Cproject from early 2004.

Because of the terrains constrain of observatim@) wie have compared four array design plans -
“T", “Y”, irregular, and spiral configuration, andithout circular and triangle configuration. The
irregular configuration in this paper based onBlo®ne’s algorithm. The fourth configuration is self
similar logarithmic spiral geometry, and Conwayddsits advantages (Conway, 1999).

For the four configurations, we have simulated data with abstract Fourier plane distribution.
Base on scientific demands and engineering implemea compared and analyzed above four
configurations and chose the spiral configuratioalfy. The antenna position of spiral array iswho
in left panel in Figure 4 and its dirty beam iswhan right panel.

Furthermore, some simulation observation for CSRId &lready been carried out. We built a
solar model based on solar image observed by SOHOIBen we simulated that phase | of CSRH
observed the solar model at different time witHedé#nt frequencies. The dirty image is cleaned by
CLEAN arithmetic and Maximal Entropy Method. Theusme model and cleaned image by MEM are
shown in Figure 5.
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Fig. 5 - Source model and simulation observation.
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SUMMARY

A radio heliograph with high temporal, spectral apatial resolutions has been proposed. The
key technology studies include array design for B3fRve been conducted. Furthermore, we believe
CSRH and BDA will play important roles in solar [@igs and space weather studies.
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ABSTRACT

In this paper, | will introduce several reasonabiEsign of digital receiver and control
subsystem in CSRH project. For digital receiveséems reachable to get high resolution
correlation result in both time domain and freqyedomain by employing high sampling
rate ADC (~1 GHz) and polyphase filter bank. By @mng with FFT, frequencies in which
we are interested could be synthesized and thewbdiidof certain frequency can be set
flexibly as well. Another design is from traditidnaeterodyne and complex quadrature
mixing, as a result, correlation results are inetidomain. Control subsystem in CSRH is
designed based on distributed control network.

Key-words: Radioheliograph, digital receiver, control system

INTRODUCTION

CSRH project is proposed for a dedicated solaroragnthesis array with high temporal, high
space and high frequency resolution (Yan et alhpse frequency coverage is from 400 MHz to 15
GHz. The first phase of CSRH project, which incleid® antennas (400 MHz ~ 2 GHz), is under
investigation and exploration. This paper will shomo main parts of CSRH-I project — digital
receiver design and control subsystem design.

PRIMITIVE DIGITAL RECEIVER DESIGN

CSRH primitive digital receiver design is basedhaterodyne and complex quadrature mixing.
400 MHz is processed one time (e. g. instantan#obandwidth output from analog receiver). In this
case 1 GHz ADC over sampling is employed by the nil Nyquist sampling theory. The complete
specifications of digital receiver are listed irbleal.
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Table 1 Specification of digital receiver

A/D Sampling Frequency 1 Gsps, 8 bit
Instantaneous IF bandwidth ~400 MHz
Channel bandwidth 2,4,5,6, 8,10 MHz (-3 dB)
System time resolution <100 ms
Delay compensation accuracy <1 ns
Delay compensation range 0-10 us

Figure 1 shows the whole process of digital sigmmalcessing and correlation. To satisfy the
requirements of flexible configuration of frequenioging observed, numerical control oscillator is
used to mix with signal from ADC to produce desifegbjuency. Fringe rotation is added up to the
mixer. During observation channel bandwidth is siggul to be reconfigured, which is able to be
implemented by reloading LPF coefficients storedR#M in advance. 1-bit correlation is considered
in primitive design but we are thinking over 2-bitmulti bit correlation now since in modern FPGA
more hardware resource can be got than before.
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Fig. 1 - Primitive digital receiver principle block diagram (Chen et al.).
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POSSIBLE STRATEGY IN DIGITAL CORRELATOR

In the mean time spectrum correlator design (imezurcase, it is FX) is considered as well.
Compared with primitive digital receiver design, Edrrelator can be implemented by polyphase LPF
and FFT, which can produce lots of desired freqigsnin one cycle. In addition, different channel
bandwidth is achieved by frequency synthesizingrdfET. Figure 2 shows the FX correlation.
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Fig. 2 - FX correlator block principle block diagram (Zhang et al.).

MONITOR AND CONTROL SUBSYSTEM

CSRH monitor and control subsystem is divided imto parts — 40 sets of antenna & front-
ends and all devices indoor. For antenna & fromtsenontrol, different embedded units run the
individual control task in all antenna terminalfeyy are connected with central control computer by
standard communication network. The possible cdioreenethod is point to point so far because
different embedded units are not supposed to egehariormation, and the possible communication
network is Ethernet whose merits and faults ardyaed (Liu). Synchronizing control is required for
all antenna tracking and polarization switchingt ESRH low frequency array (400 MHz ~ 2 GHz),
max tracking error is ~ 9’ which is not a problemsynchronization. The key point is polarization
switching in real time (e. g. every 3 ms). So wedéo synchronize the local clock (on antenna
terminal) with central clock carefully. The antenfaront-end control block diagram is shown in
Figure 3. Clock for synchronization is transfertgdand distributed to every antenna terminal.
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SUMMARY

We present two methods to implement digital reaeiaethis paper. The primitive design is
based on LPF banks, heterodyne and complex quaelmraining. The other is FX correlator which is
based on polyphase filter bank combining with FBdth methods are being evaluated now to not
only satisfy system demands but can be implementémlv cost and high performance. We are also
developing a prototype of monitor & control subsystfor CSRH.

Furthermore, we believe CSRH and BDA will play immt roles in solar physics and space
weather studies.
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CURRENT STATUS OF FASR, AND COLLABORATION WITH BDA

Dale E. Gary
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ABSTRACT

The Frequency Agile Solar Radiotelescope (FASRigdeis now firmly established, and the
project has been formally proposed to U.S. fundiggncies. The broad range of science to be
done with this major solar-dedicated radio facilgydiscussed. The details of the design and
current status of the project are also given. Tlopgsed site near Big Pine, California means
that there should be excellent overlap in dailyeplisg between the Brazilian Decimetric
Array and FASR. Observations by the BDA below 288zGhould be especially useful for
collaborative studies.

INTRODUCTION

The Frequency Agile Solar Radiotelescope (FASR-#8as2003; Gary, 2003) has now been
formally proposed to US funding agencies (NatioBalence Foundation), and its design has been
finalized to the extent that its operation can raaenvisioned in some detail. The original plantfar
array called for of order 60-100 antennas in eddfree arrays, each dedicated to different pdrts o
the 0.05-21 GHz frequency range to be covered b8HEAThe estimated cost of the full project was
about $50 M. The funding opportunity that we haveppsed for carries a lower funding cap of $25
M, which has forced a significant re-scope of tihejgrt. | give a brief history of the trade-offsaath
were necessary to reach the current design witiéncbst cap of $25 M. Having established the
current design, | then revisit the science goatklesth the expected performance of the re-scopeayar
for realization of these goals. All of the mainesaie goals will be achieved with the rescoped array
and we are enthusiastic about FASR’s impact onunalerstanding of the main problems in solar
physics.

One of the impacts of the funding constraint is deeision to focus resources on the high-
frequency (2-21 GHz) frequency range. The resutas the proposed FASR instrument calls for 15,
rather than the original 80, antennas in the dettié00-3000 MHz) frequency range. This makes
the Brazilian Decimetric Array (BDA) even more cialcto the success of FASR, by providing
additional information about solar bursts obserdmd both instruments simultaneously. Such
observations are made possible by the large ovarlapserving time range for the two instruments.

ORIGINAL FASR DESIGN
The original FASR design called for three overlagpirequency ranges (0.05-0.35 GHz, 0.3-3

GHz, and 2-21 GHz) to be covered by three differegtiving element designs, called FASR C, B
and A, respectively. The numbers of antennas emasi for each array were 60, 80 and 100 in the
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three arrays C, B and A, with the FASR C elemertadlog-periodic dipoles, fat dipoles, or simjlar
FASR B consisting of 6 m dishes, and FASR A coimgisbf 2 m dishes. The total cost of the
instrument was expected to be around $50 M, anldded a 100-antenna correlator that would be
time shared among the three arrays.

RE-SCOPED FASR DESIGN

The funding opportunity that we have respondeda® & funding cap of $25 M for the entire
project, with a funding profile of roughly $5 M/yeaAn assumed start in early 2009 will result in
completion of the facility in 2013. The factor-afd decrease from the originally assumed funding
means that a re-scope of the instrument is negesBgrjudicious choice of re-scope options, the
FASR team has ensured that FASR will address ailsofriginal science goals with an acceptable
reduction in range of measurable quantities anddspé measurement. Table 1 lists the parameters of
the re-scoped design, where the main change freroriinal design is in the number of antennas and
in the number of simultaneously correlated antenwith a small subsequent hit on the time required
to complete a frequency-correlation cycle. The astings is realized partially by decreasing the
number of antennas, which of course scalebl,dsut even more by the decrease in the size of the
correlator, which scales roughly k&

Table 1 - FASR Parameters.

Angular resolution 20MGHz arcsec

Frequency range 50 MHz — 21 GHz

Number data channels 2 (RCP + LCP)

Total instantaneous BW 2 x 500 MHz

Frequency resolution 1% or 5 MHz

Time resolution A (2-21 GHz): [snhapshot 1 s]

B (0.3-2.8 GHz): 1s
C (50-350 MHz): 0.2 s

Polarization parameters IQ/UV
Number antennas A (2-21 GH2):
B (0.3-3 GH2):

C (50-350 MHz): 15
Antennas correlated per integration cy 30
Size antennas A (2-21 GHz): 2 m

B (0.3-3 GHz): 6 m

C (50-350 MHz): LPDA

Array size 2.9 km EW x 3.8 km NS
Absolute positions 1 arcsec
Absolute flux calibration <10%

As shown in Table 1, the re-scoped design callg5oFASR A antennas, and 15 each of FASR
B and C elements. The correlator will be designedtdrrelate 30 antennas at once, doing three
correlation cycles of the FASR A antennas, andgusinfourth correlation cycle to correlate both
FASR B and C arrays simultaneously. For exampleefseparate the 45 FASR A antennas into 3
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groups of 15 antennas, referred to as Al, A2 andtidéh the four correlation cycles will correlate
group Al with A2, group Al with A3, group A2 with3Aand then B and C simultaneously. Since the
correlator handles 500 MHz at one time, to coverRASR B 0.3-3 GHz range requires 6 separate
tunings. To cover the FASR A range (2-21 GHz) rezgpiB8 tunings. The design calls for 20 ms data
samples, for which the entire set of frequency+ealation cycles can be done in 3 s, although full-
spectrum imaging in A array can be done in 1 s iarglarray in 0.5 s, while C array is fully sangble
once every 0.1 s. In this way, a solar- scienceveeit temporal cadence is maintained for all three
frequency ranges so that the science goals astisdti

SCIENCE WITH FASR

The FASR science goals are largely unchanged Wéhré-scoped array. The science case for
FASR was made in the bodRolar and Space Weather Radiophysi@ary and Keller, 2004).
Although some imaging capabilities are compromiseavill be made less often, the image quality,
spectral, and temporal resolutions are sufficiergrtswer the science questions. The four main ceien
areas are

1. The Nature and Evolution of Coronal Magnetic Fields
2. The Physics of Flares

3. The Drivers of Space Weather

4. The Physics of the Quiet Sun

All of these science goals target measurement gfhetéc fields in one form or another, as the
heretofore largely invisible driver of the Sun’diaity and atmospheric structure. FASR will for the
first time provide sufficient spatial, spectraldaemporal resolution to allow the use of magnfici
diagnostics on a regular basis, and in a wide rarigghenomena, including active regions, flares,
CMEs and even quiet regions.

The FASR A array will provide the key observatidosareas 1 and 2, above, and hence the re-
scope ensures enough antennas (45) to retain alleokey science involving that area. Snapshot
imaging with FASR A will be extremely good, to alldmaging of rapidly varying solar bursts. From
inversion or forward modeling of the resulting spi#t resolved spectra, magnetic fields will be
determined precisely in and around flaring loopkede spectra also supply diagnostics of other
plasma and particle parameters, such as temperatarsity, numbers of high-energy electrons,
electron energy spectra, and pitch angle.

With a small amount of Earth rotation synthesig.(ever 0.5-1 hour), active region magnetic
fields will be measured in exquisite detail viaithgyroresonance emission, making FASR into a
coronal magnetograph. This will provide a standdath product for comparison and extension of
photospheric field extrapolations.

FASR A will also image the CME precursor environtegruption phenomena, and perhaps
some CMEs themselves that emit at higher frequen&i&SR B, on the other hand, will be working
in the same frequency range as BDA and will helpopen this frequency range to imaging
observations for the first time (e.g. review by &set al., 1998). In this frequency range, sblaists
occur in a bewildering variety, and are expectedlltoninate the very regions where magnetic
reconnection takes place - the phenomenon thagsgonsible for explosive release of magnetic
energy, and for restructuring the corona. FindBASR C will image bursts in the metric range,
providing information on the location and propagatof electron beams and shocks.

Perhaps the most exciting aspect of FASR is thabitides images at all of these frequencies at



G. Hurford

once, to give a simultaneous, perfectly registesied of the flare, eruptive phenomena, associated
bursts, and all of their consequences, with quatité diagnostics. This panoramic view of solar
activity will revolutionize our understanding ofetsun.

COLLABORATION WITH THE BRAZILIAN DECIMETRIC ARRAY

Within the frequency range covered by FASR, theirdetic range is perhaps the most
exciting. This range has been almost completelyploeed with spatial resolution, while the many
observations with spectrographs have shown anregtyerich and fertile ground for studying flare
energy release and plasma physics. The BDA will abgloit this frequency range, and as such will
be at the forefront of progress in this area ofisphysics. Because of the FASR re-scope, the numbe
of antennas (15) - and hence its imaging capabiltil be limited. The BDA can fill in this gap by
fielding a larger number of antennas, potentialigvirling a higher dynamic range for following the
weaker and more complex emissions that would bisibie to FASR.

Given the fact that FASR and BDA will enjoy a sijgant amount of overlapping observation
time (being at similar longitudes), there are angaesibilities for combining the strengths of thet
instruments. This includes both observations arms<crcalibration. For example, a burst seen
simultaneously by both instruments at the sameuegy can be compared quantitatively to ensure
that both instruments obtain consistent resultsy Aalibration differences will be readily apparent,
and the cause can be discovered and corrected.oét times of the year, BDA will also extend
FASR’s observation time, and vice versa, since Bidlhacquire the Sun before it rises at the OVRO
site, and FASR observations will continue for aetimfter the Sun sets for BDA. Thus, there are
several ways in which BDA and FASR observationthadecimeter band will enrich each other.

CONCLUSION

The FASR project will soon be underway, with comstion occurring in parallel with the BDA
development. It is important that these two effdiéscoordinated to some extent, to maximize the
value of the future collaboration. FASR will revbanize our understanding of the Sun by providing
the most complete view of the radio window thateae design. BDA will extend FASR'’s capability
in the important decimetric part of that window, igthhas heretofore been largely unexplored. New
discoveries await, and both instruments will bthatforefront of a new era in solar physics redearc
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INTERFEROMETERS, USERS AND SCIENCE - THE SOFTWARE
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ABSTRACT

A sometimes under-emphasized element in the dewelopof new observing facilities tools

is the software. While often representing 5 to 200%he cost of a new system, it can easily
be taken for granted in the planning and constaatintil relatively late in the development

program. This talk will review the role and chaexobf interferometer software required to
vet the hardware, meet the needs of the user coityramd in shaping the character of the
science that a new facility can achieve. The tailk ve illustrated with the experience of

RHESSI (which does Fourier transform solar imagmdard x-rays and gamma-rays), and
the plans for FASR (the Frequency-Agile Solar Redéscope), and will attempt to relate
these experiences to the BDA.

INTRODUCTION

The purpose of this talk is to review the role ahdracter of interferometer software in vetting
the hardware, in meeting the needs of the user eaomtynand in shaping the character of the science
that a new facility can achieve. | will begin wibme general software considerations as they relate
solar facilities, illustrate these considerationshwRHESSI and FASR and then suggest how they
might be relevant to the BDA. The treatment willvagy general, and much of what | will say is quite
mundane, and for this | apologize in advance. dfyéver, there are bits that are controversial, then
perhaps this will provide the basis for useful di&gions.

GENERAL CONSIDERATIONS

Software provides the interface between an intenfieter’'s hardware and its users. As such the
software and hardware have comparable impactsenltimate success of a facility. It represents a
growing fraction of the cost of modern faciliti@gten more than 20% of the total facility cost. pits
this, software is sometimes taken for granted englanning and implementation of a program and not
given much attention in planning until relativeatd.

The role of software has some additional impliaaioits development provides an excellent
way to involve students; its development can previh effective vehicle for involving remote
collaborators. In the longer term, upgrading thiénsre provides a powerful and cost-effective way t
upgrade the performance and capabilities of amunmnt.
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BROAD FACTORS AFFECTING SOFTWARE DESIGN

In designing the software for a solar interferometbere are several rather basic questions
which much be considered.

“What are the goals of the facility?” There are manossibilities here: to support technology
development, either locally or globally; to providdool for educating students; to act a protofipe
a future facility; to provide observational supptwtother instrumentation; to provide a significant
advance in capability of previous similar instrutgerto provide synoptic data in support of solar
activity forecasting or nowcasting; to be an exalory instrument operating in a previously
unexploited observational domain. The relative ingmace of these and other possible goals for a
given facility has profound effects on how its gafte should be designed.

What type of operation is planned for the interfeeter? Will it be operated for a few times or
for many years to come? Will it be user-controléth a series of custom observing programs or in a
standardized way? Will there be professional opesatby the users themselves or is it fully-
automated?

Who are the users? Are they students (perhapseénexgged, but eager to learn and contribute)?
Are they hands-on scientists with broad experiendee field? Are they scientists in closely-relt
fields with interest in the data but limited tingeléarn the observing or data reduction techniqées?
they members of other science communities, whindeeested in only the final results?

There are many ‘customers’ who will be using théveare, each with their own needs and
preferences. For example the operators, who iriterigit the control software need real-time feedback
on broad aspects of array performance and in s@wes¢in the current state of solar activity. The
engineering staff needs to have effective accesdata for failure identication and to evaluate
guantitative aspects of array performance. Thenseistaff needs to be able to effectively edit and
calibrate the data, evaluate the more subtle aspefctarray performance and generate the data
products upon which the subsequent science is baBeel external community not only needs access
to the final calibrated data products (e.g. ligintves, images and/or spectra), but also to thedatta
that serves as an index to what is available. fierdommunity, convenience is critical.

For the data analysis software, the anticipated dalume and processing requirements are of
course fundamental factors. The anticipated RFirenment and atmospheric attenuation can also be
important. Less obvious is the question of whetheranalysis will be done by full-time or ‘guest’
analysts and what is the ‘style’ of the analysisisTcan range from case-by-case custom reduction to
routine procedures to fully-automated pipelines.

What are the programming resources available? Xperence and language-familiarity of the
software team is obviously a factor here as isanfrge, the available time, budget and computing
hardware. Also relevant is whether the softwaneetigmment is to be subcontracted to a commercial
concern, or be done by in-house software profeatdpby done by scientists or by students.

Almost all of the possibilities suggested abovel@dde illustrated by one or more existing or
planned facilities. I'll illustrate this with twoucrent examples of solar facilities.

RHESSI

The Reuven Ramaty High Energy Solar Spectroscapigér (RHESSI) is a NASA small
explorer mission launched in 2002, that provideth Ispatial and spectral resolution observations of
rays and gamma-rays in solar flares. Why is itvahe to an interferometer workshop? First, like the
solar program of the BDA, its observation progrardirected to transient phenomena rather than a
variety of fixed targets. Like an interferometdruses indirect imaging techniques (as opposed to



Interferometer, users and science

pixelated detectors in a focal plane) and so reguimage reconstruction. In fact its image
reconstruction is the precise mathematical anatothat required to convert interferometer data to
images.

RHESSI is an exploratory instrument, doing thet film&aging spectroscopy at x-ray energies and
the first solar gamma-ray imaging. As such, manypafameters of its targets (e.g. size scales) and
some of its current uses (e.g. a search for aximesg not foreseen. Although there are many in the
solar community who are keenly interested in thi,dénere was and is a very limited population of
those that combine knowledge of both high-energlarsa-rays and the image reconstruction
techniques.

RHESSI's data volume was moderate by current stdsdd.8 GBytes/day) but its handling
still required some consideration since over 6+ y¢his has built to ~4 Terabytes. The character of
the data provided both special problems and oppibids. The transmitted data was based on the
arrival time and energy of each detected photoris fovided the opportunity to choose the
‘exposure time’, field of view, imaging parameteesergy range and resolution when the data were
analyzed in response to the event and objectivésrsiudy rather than at the design phase. Whde th
flexibility has magnified the effectiveness of tit&a, it has provided users with an unfamiliaryaot
decisions. It also implied that almost all scierelyses start from level-0 (raw) data, rather than
from higher-level data products. Figure 1 showsaberall operations and data flow.

RHESSI Operations and _RHESSI |+

Data Flow ¥
Telemetry files Daily Command Generation
{semi-automated)
Restricted Access (1pass)
""" R
Other Solar Levrel-O Files Weekly
Databases (1 orbit ~120 MB) Operations/Science
i + Meeting
Analysis Software (IDL-based) ‘ i
¥ ¥ l
Graphical User Command Line Catalog Products
Interface Interface (Light curves, flare lists,
I I a few images, etc)
‘ IDL session ‘ ‘ Browser ‘
] | I
‘ Any User ‘ ‘ Tohban

Fig. 1 - RHESSI Data Flow.
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FASR

FASR is a proposed interferometer that representmtgm step forward in terms of its
combination of radio imaging and frequency coverdtgeparameters are shown in Table 1.

The primary challenges here are threefold — fiastwith RHESSI, the majority of the user
community has little experience with the techniqueguired to analyze the data; second the RFI
environment is an important factor, and third, da¢a volume and processing requirements are rather
substantial. For example the output of the coroelst~500 Mbytes/second (~25 Thytes/day) which is
to be reduced to an archival data volume of ~50t€dfglay. Figure 2 illustrates the current approach
towards addressing this task.

Table 1 — FASR Parameters

Angular resolution

20/, arcsec

Frequency range

50 MHz - 21 GHz

Number data channels

2 (RCP + LCP)

Total instantaneous BW

2 X 500 MHz

Frequency resolution

1% or 5 MHz

Time resolution

A (2-21 GHz): 3s
[snapshot 1 s]

B (0.3-2.8 GHz): 1 s

C (50-350 MHz): 0.2’ s

Polarization parameters

IQ/UV

Number antennas

A (2-21 GHz): 45
B (0.3-3 GHz): 15
C (50-350 MHz): 15

Antennas correlated
per integration cycle

30

Size antennas

A (2-21 GHz): 2 m
B (0.3-3GHz): 6 m
C (50-350 MHz): LPDA

Array size 2.9 km EW x 3.8 km NS
Absolute positions 1 arcsec
Absolute flux calibration <10%
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Fig. 2 - FASR Data Flow.

APPLICATION TO THE BDA

To illustrate how these considerations might bdiegiple to the BDA, let me take the risky step
of reviewing some of the BDA’s potential impactdl. dsk your forgiveness in advance for my mis-
state the case.
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At the national (Brazilian) level, the BDA is praumg an excellent vehicle for developing
technology infrastructure. It also provides a riglsource for student training and involvement in
engineering, astronomy and software. As this mgeliustrates, it encourages international scfenti
and technical collaboration. Through the joint stofispecific events, it will also provide the =agor
effective access to internationally sources of iosioéar data

On a worldwide level, the BDA will provide high-s&tivity radio coverage of solar activity in a
distinct (and under-represented) longitude rangecah provide burst positions and flux values
valuable for joint interpretation with other da@ontinuous operation would provide a new synoptic
database for solar activity.

SOFTWARE IMPLICATIONS FOR THE BDA

What do such potential impacts have to do withvearfe design?

Maximizing the impact on technology developmentuiesg effective, quantitative feedback on
array performance (e.g. phase stability). Maxingzits impact in the broader technical and general
communities can be helped by the BDA website angdublic outreach programs.

Student involvement, for example in software desigmguires choosing software approaches
that encourage contributions and adaptation, rathan the direct adoption of existing legacy
packages which, in some cases, can present a fphaitarrier to modification.

The exploitation of the BDA’s longitude advantageuld be aided if plans called for daily
operation. That in turn has implications for thesidbility of automation of both the control and
analysis software.

Possible application to synoptic monitoring of saativity, would also require a program of
daily observations, but it would also place demaadsthe robustness and speed of routine data
product generation.

To exploit its capability for burst position measuonents, considerable effort in phase stability
and calibration protocols are required.

Finally, to exploit its role in the internationallar community, it is a fact of life that any moder
facility must provide access to calibrated datadpots to non-specialists that is both conveniedt an
timely.
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ABSTRACT

The Brazilian Decimetric Array (BDA) is a uniquelaodedicated radio imager operating at
short wavelengths probing the corona where mostthef phenomena of heliospheric
conseqguence originate. Currently, the Very LargeyA(VLA) is the only instrument in the
American continents that observes the Sun in traselength range, but it is not a solar
dedicated instrument. The Siberian Solar Radiosbelee operates at a single frequency (5.7

GHz). BDA has wide open the radio window in theqgfrency range -6 GHz with an

important band at 2.8 GHz not used by the VLA. Radiages obtained by BDA correspond
to the region where flux ropes form and propagate the interplanetary medium carrying
nonthermal electrons. These images provide impbméormation on the physical state of the

eruptive structures and the p@asuption arcades left behind in the corona. The Bl its

wide field of view will be welsuited for observing prominences and filamentschviaire the

core structures of coronal mass ejections. The BBrAalso observe the other source of space
weather, viz., coronal holes, which produce higkespstreams and geomagnetic storms. This
paper provides an overview of these important ssio@t will be addressed by BDA.

INTRODUCTION

Coronal mass ejections (CMEs) and coronal holesvavdarge-scale structures of the Sun that
seriously affect the space environment of Earth ESMrive shocks, accelerate particles, and produce
geomagnetic storms. Coronal holes accelerate pghdssolar wind that collide with slow solar wind
to form corototating interaction regions (CIRs),igéhalso produce geomagnetic storms and lead to
electron acceleration in the magnetosphere. CMEs haen extensively studied since their discovery
in the early 1970s (Tousey, 1973) primarily usirgterlight coronagraphic data. Coronagraphs detect
the Thomson-scattered photospheric light which beua a million times weaker than the direct
photospheric light. To detect such a weak sigh&l,doronagraphs employ an occulting disk to block
the direct sunlight which causes some restrictmmshe observability of CMESs: (i) the occulting klis
blocks an area larger than the solar disk, so v&s mformation on where the CMEs are rooted on the
Sun, (ii) because of the occulting disk, CMEs odogron the disk (Earth-directed) are not very well
observed, and (iii) the Thomson-scattered signatrangest when the CME is in the plane of the sky
and hence produces a biased sample of CMEs. Inp#s¢ information on the near surface
manifestations of CMEs could be obtained mainlyrirblo spectroheliograms which show eruptive
prominences and two-ribbon flares. We now know twh of these phenomena provide only partial
information on CMEs; we need multiwavelength oba@ons to get a complete picture of the CME
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onset and early evolution. Microwave, EUV, and X-odbservations of CMEs can be very useful for
this purpose because they do not have the limitatfacculting disks and they can observe eruptions
at any longitude. Plasmas of different temperataresinvolved in these eruptions and one has to use
instruments sensitive to a wide range of tempeeat@a few thousand K for prominences to several
MK for flares). CMEs produce the most dramatic spaeather effects. CIRs are also important
because they are more frequent and produce efldtdsent from those of CMEs. In this paper, we
show that the Brazilian Decimetric Array (BDA) camake crucial information on both CMEs and
coronal holes.

CORONAL MASS EJECTIONS

CMEs are multithermal plasmas typically consistioiga frontal structure, a cavity, and a
prominence core (see e.g., Hundhausen, 1997). Wlee@GMEs erupt, they leave behind pesiption

arcades also known as flare loops. During the Emipelectrons are accelerated, which result in
intense nonthermal microwave emission. While thetimermal microwave emission gives information

on the magnetic properties of the pfiate loops, the thermal emission gives informationthe CME

structures. Here we focus on the CME observatidhse. frontal structure and the filament cavity are
coronal features optically thin at microwave freagies. On the other hand the prominence core is
very dense and relatively cool and hence optidaligk in microwaves. The arcade formation is a hot
coronal structure but of much higher density.

The observability of CME substructures in micronavean be assessed using the simple

formula for freefree optical depth (Gopalswamy, 1999):
tr = o [n’f 2T 32 dl, (1)

wherea 0.2 for T> 10* and ~ 0.08 for K 10%, n = electron densityf. = observing frequency ankl
= electron temperaturf’ dl is the emission measure of the structure we aeesisted indl being the
elemental length along the line of sight. Let ualeate the optical depth for various substructures.

The frontal structure and cavity

The typical temperature and density of the frorgtucture are 2 MK and ~ i@m?
respectively, so at an observing frequency of 3#&@ne needs a line of sight depth of 4 **tfn
(~ 3 AU) to make the CME optically thick. If we useealistic thickness of ~ 1 solar radius, equation
(1) gives an optical depth of 1.6 x18@nd the frontal structure will be at a brightnessperature of
only 3142 K. The same argument applies to the ganfitich is of similar size and lower density and
hence the contribution will be still smaller. It stlbe noted that at meter wavelengths, the comditio
are more favorable. At 50 MHz, a CME of 1 solariuadhickness will be optically thick and can be
readily observed. Such CMEs were observed by ratimjraphs at Clark Lake (Gopalswamy and
Kundu, 1992; 1993b) and Culgoora (Sheridan etl8i78). A simulation study by Bastian and Gary
(21997) on the detectability of CMEs in microwavesulted in a similar conclusion.

The prominence core

The cool dense prominence has a large opacity enowaves: for typical temperature (~ 8000
K) and density (~ 16" cm®), the prominence core becomes optically thick ewerafsmall line of
sight depth of 0.3 km. Hence the prominence conebeareadily observed by BDA at 5.6 GHz, similar
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to what is observed at 17 GHz (Hanaoka et al., 1@®&palswamy et al., 1996; 1997a; Gopalswamy
and Hanaoka, 1998; Gopalswamy, Hanaoka and Hud€&8b). Since the corona is optically thin
and contributes very little to the microwave brigggs temperature, it results in a “cold sky” in
microwaves. A prominence observed against the slofdappears as a bright structure, very similar to
a prominence in bl The brightness temperature is typically ~ 800id kicrowaves. During eruptive
events, the prominence can expand and drain caabigeand can become optically thin as shown by
Fujiki (1999). Because of the inverse-square fraquedependence of the free-free opacity, the
prominence can easily become optically thin at éighequencies (Irimajiri et al., 1995), although i
can remain optically thick at lower frequenciestsas 17 GHz. At 5.6 GHz, the prominence will
remain optically thick even at greater distancesnfithe Sun, and hence can be readily tracked by
BDA. Figure 1 shows a bright eruptive prominenceasiied by the Siberian Solar Radio Telescope at
5.7 GHz, a frequency used by the BDA.

06:01:13 06:12:08 [6:72.5:04

06:525:58 06:44:58 06:53:26

Fig. 1 - Snapshots of the Sun in microwaves obtained by the Siberian Solar Radio Telescope 5.7 GHz,
similar to BDA. Northwest quadrant of the Sun is shown. The eruptive prominence can be seen to
increase in height over a period of ~ 50 minutes. (Courtesy: V. V. Grechnev)

Filaments
The solar disk (“the microwave quiet Sun”) has bestimated by Zirin et al. (1991) at various
frequencies and found to follow the relation,

To=arrt +B, (2)
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where A = 140077 and B = 10880 (the temperaturth@fthromosphere in K). At 5.6 GHz equation
(2) gives a brightness temperature of ~14640 K.rdfoee, the prominence when observed on the
disk, appears as a depression (dark filament) reghect to the quiet Sun, by ~ 6640 K. The contrast
is much better than what is observed by the Nobayadioheliograph, and hence will be very useful
in tracking filaments, which are one of the bestidgators source regions from where CMEs erupt.
When the filament erupts, it can often get heafednd becomes indistinguishable from the quiet Sun
(“disappears”). The radio disappearance is duedifferent physical mechanism compared to tlhe H
disappearance; the latter happens when the filaoeages to absorb thexHne radiation when its
temperature increases. Since the prominence remptitally thick for a long time after eruptiongth
5.6 GHz observation can track eruptive prominenceaflonger time.

PROMINENCE

FILAMENT

\
e

|

Fig. 2 - U-shaped dark filament on the disk (left) and the same filament becoming an eruptive
prominence on the right. Post flare loops can be seen after the filament eruption. Locating the filament
and flare using the same instrument provides a great advantage in identifying CME sources.

Post-eruption arcade (Flare)

Hanaoka et al (1994) imaged the arcade formatiadhefl992 July 30-31 event in microwaves.
The imaging was possible because the free-freesemnigrom the arcade was high enough to be
detected in microwaves. FrofohkoliSXT images, the average temperature and densttyedaircade
were derived to be 3.5 MK and 2.4 x 109 cm-3 retdpaly. Using the measured size (28000 km) of
the arcade at the brightest region as the lineighft glepth, equation (1) gives an optical depth of
0.0017 and results in a brightness temperature 6060 K, similar to what was observed. After
accounting for the difference in spatial resolutioinradio and X-ray data, Hanaoka et al (1994)
showed that the observed and computed brightneggetatures were in close agreement. For the
same parameters, BDA will observe an order of ntadei higher brightness temperature because of
the inverse-square dependence of the optical aeptrequency. The optical depth becomes 0.016 and
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the brightness temperature is 55000 K. Figure 2vahan actual observation from SSRT at 5.7 GHz
showing the filament before and during eruptionva$ as the flare after the filament has lifted. off

The coronal cavity

The coronal cavity is typically at the same tempegmas the frontal structure of the CME, but
of lower density. If the density is an order of migde lower, one gets an optical depth of ~0.00016
so the brightness temperature becomes ~320 K. Tmesshould be able see the cavity as a dark
feature between the prominence and the corona.fgossible that the cavity on the disk also will be
observed as a depression as an extension of thermace. It has been demonstrated by Gopalswamy
et al. (1991) that the filament cavities are rgadibserved at 1.5 GHz. Multifrequency observations
using the BDA should be able to readily observecthaty on the disk as well as above the limb.

SEP 17

Fig. 3 - A quiet Sun image of the Sun at 1.5 GHz by the Very Large Array (VLA) on September 17,
1988. F and H denote filaments and coronal holes, respectively. Other compact bright regions are
active regions. BDA will be able to image all these features in a dedicated manner.

CORONAL HOLES

Coronal holes are important large-scale structarethe Sun, which produce high-speed solar
wind streams (HSS). When HSS collide with the nleaging slow solar wind, they produce large-
scale magnetized plasma structures known as thetatiog interaction regions (CIRs). CIRs are
responsible for a different type of geomagneticrstothat are known for producing MeV electrons in
Earth’s magnetosphere. These electrons can bedoazato satellites in the magnetosphere, and hence
important for space weather prediction. Observimgigal holes in the equatorial region of the Sun is
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thus very important. BDA can readily observe theooal holes at all frequencies as depressions.
Figure 3 shows an example of the quiet Sun shofiifaments and coronal holes observed by the
Very Large Array (VLA) at 1.5 GHz. This frequencylivbe used by the BDA, so coronal holes can

be tracked and studied. In addition, coronal holel$ appear as depressions at all the BDA

frequencies, so the structure of coronal holesatsmbe studied.

SUMMARY

In summary, the Brazilian Decimetric Array (BDA) liMinake important contributions to the
field of space weather by observing the solar ssuaf adverse weather in geospace. Coronal mass
ejections and coronal holes are the two sourcesnads emission from the Sun that result in
geomagnetic storms and energetic particles. Conmaals ejections on the solar disk are not well
observed by coronagraphs. Radio telescopes likBE#ecan readily observe the inner parts of CMEs
(the prominence core and cavity) when they starthenSun, thus providing advanced warning of
impending adverse space weather at least one dmdadf time. Similarly, the BDA will be able to
observe the presence of coronal holes on the did¥@ecast high speed streams. We demonstrated
the feasibility of making very useful radio measneats by considering the physical parameters of
various coronal features applied to the BDA.
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ABSTRACT

The solar radio emissions in the decimetric fregyerange (above 1 GHz) are very rich in

temporal and spectral fine structures due to nealirprocesses occurring in the magnetic
structures on the corresponding active regionghii paper we characterize the singularity
spectrumf(a), for a typical SFU profile coming from solar budynamical spectra observed

at 1000-2500 MHz. We interpret our findings as ewice of inhomogeneous plasma
turbulence driving the underlying plasma emissioncpss and discuss the multifractal

approach into the context of BDA data analysis.

INTRODUCTION

Today, several theoretical aspects of solar aega®@lto the high resolution and high sensitivity
data observed in the lowest microwave range (1-Z)GHsually reported as thdecimetric range
(Aschwanden, 2005). It is known that the large amiaf energy released during a solar are and the
relatively short timescale in which all related etgeoccur lead to the conclusion that a solar sue i
magneto-hydrodynamic (MHD) instability taking plade strongly anisotropic turbulent plasma
(Kuperus, 1976). The importance of this MHD scemdras been investigated, for example, from
nonlinear analysis of decimetric bursts at 3 GHgeobed during the June 6, 2000 flare (Rosa et al.,
2008). It was found that the 3 GHz radio burst poggectrum exhibits a power-law which is an
evidence of stochastic intermittency due to a affiiie dynamics as found in the MHD turbulence
theory. Intermittent energetic process implies that fluctuations are correlated without a dominant
characteristic time scale, as predicted in the hsofe multi-loop interactions (Tajima et al., 1987
However, in order to characterize more precisety iature of such self-affine turbulent process, a
complementary analysis, based on the singularggtspm technique, is required.

As known from the turbulence theory the intermitienleads to deviation from usual
Kolmogorov energy structure functions and its msigmature are the singularity spectra exponents,
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f(a), which represent a power-law scaling- free depand (Frisch, 1995). For inhomogeneous
plasma turbulence, the so-called multi-fragiahodel describes how the energy can be distributed
among scales following a multiplicative rescalingusture (Halsey et al., 1986). Although the
variability pattern of the 3 GHz burst can be ipteted as a typical profile resulting from a tudnil
process, data obtained through Brazilian Decim&pectrometer (BSS) (Sawant et al., 2001), in the
range of 1-2.5 GHz, are richer in intermittencynele, in this paper, taking into account famodel
singularity spectra, we obtain thiéx) for a typical BBS burst, improving our search forobust
technique by which inhomogeneous plasma turbulpnoeess might be identified. The importance of
the singularity spectra approach is discusseddrnctntext of the Brazilian Decimetric Array (BDA)
high resolution data analysis (Sawant et al., 2007)

DATA AND METHODOLOGY

Data

The Brazilian Solar Spectroscope (BSS) is a digipectroscope and its signal can be recorded
up to 100 digital frequency channels. The BSS dperaver the frequency range of 1000 - 2500 MHz,
with high time (10 - 1000 ms) and frequency (3 MHe}olutions, in conjunction with the polar
mounted 9 meter diameter parabolic antenna. Absdlating accuracy is 3 ms and the minimum
detectable flux is (3 s.f.u. (Madsen et al., 2004).

Figure 1 shows a BSS dynamic spectrum from whereselected the 1890 MHz frequency
channel in order to analyze a typical intermittiame series (Figure 2a). This time series was oleser
with time and frequency resolutions of 100ms and/it, respectively.

100t ez -

Frequency channel
3
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Time from 12 48 37 383 UT (50 ms)

Fig. 1 - The 1000-2500 MHz dynamic spectrum for the solar burst observed from BSS. The red line
identifies the 1890 MHz frequency channel.
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Multifractal Analysis

Mathematical methods for multifractal analysis aftermittent patterns associated with
multiplicative cascades provide a quantitativeriptetation of a wide range of physical heterogeseou
processes (e.g., Struzik, 2000). Here, we haveidenesl, in order to obtain the singularity spectrum
f(a) from the SFU-component time series, the Waveletn3form Modulus Maxima (WTMM)
(Mallat, 1989). The basic idea behind the WTMM neetlis to describe a partition function over only
the modulus maxima of the wavelet transform of gnai SFU(t) (see Appendix). Recently, the
robustness of this methodology has been testethtemittent geomagnetic fluctuations using, as a
reference pattern, the so-calieanodel (Halsey et al., 1986).

In the theory of multifractal statistics thgpmodel is a canonical mathematical system that
describes honhomogeneous energy cascade procedgsebulent flows (e.g., Rodrigues Neto et al.,
2001). Hence we performed the theoretical multitiie cascadp-model as a canonical reference in
our analysis. The-model is given by

g = log, p, +(«—1)log, p,

(1)
log, |, + (w-1)log, |,

and
_(a-1log,(a-1)-alog, a

(2)
log, I, + (w-1)log, |,

f (@)

where ( is a free parameter dnd |, = 1/2 if the eddies are equal as a two-scale Caatio In thep-
model, the largest coherent structure is assumbd tauilt up by a specific energy flux per unitdém
and then a scale-independent space-averaged casdadeccurs. In this process the flux density is
transferred to the two smaller eddies with the s#angth but different flux probabilitiep, andp;
(pitp2 = 1). The process is repeated several times pithnd p, randomly distributed, being the
asymmetric breakdown in the fragmentation processenl by the parametgy = p; = 1 - p.. The
common value of p1 = p2 = 0.5 corresponds to thedgeneous energy transfer rate with no
intermittency effects. The values pf> 0.5 correspond to an intermittent turbulencethia present
work, we use a maximum likelihood algorithm totfie p-model in each characteristic scale.

RESULTS AND INTERPRETATION

In order to compute the characteridti@) for 1890 MHz SFU burst, it is necessary to chomse
set of characteristic time scales in the SFU(tketiseries to use in the Morlet wavelet transform.
Upholding the daily variability component, we usm tconcept of scale (r) through the difference
SFU(E, r) = SFU( +r) - SFU{). As a representative set of MHD oscillations viase three very
close typical characteristics scales: 6, 10 andet®nds, observed in our 1.7 min duration timesseri
(Figure 2a). For comparison, we show the respediivgularity spectra obtained using ffrxenodel.
Choosing typical parameters values for phmodel (Bolzan et al., 2009) we use an algorithrittihe
experimental and theoretical data. The resultslosn in Figure 2b from where the 1890 MHz SFU
intermittency can be interpreted as the result pbssibly multifractal process related to fiodel
nonhomogeneous asymmetric energy cascade. Thik negkies evident the importance of studying
the presence of intermittent phenomena drivingsthlar decimetric fluctuations.
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Table 1 - Singularity spectra parameters for eelnacteristic scale.

Increment (r) Time scale (S) pJ/p. l1 frmax,p fmax sFu Aa, AOsry
60 6 0,70 0,23 1,16 1,14 0,67 0,89
100 10 0,75 0,30 1,14 1,15 0,74 0,95
150 15 0,72 0,28 1,16 1,14 0,81 0,99

CONCLUDING REMARKS
The multifractal signature for 1890 MHz decimetsialar burst was successfully detected by

using the Wavelet Transform Modulus Maxima and ¢hessults are in agreement with multifractal
process found fgp-model inhomogeneous asymmetric energy cascade.
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Fig. 2 - (&) The 1890 MHz time profile from the 1000-2500 MHz dynamic spectrum showed in Figure 1.
(b) The corresponding singularity spectrum for tree characteristic time scales (60points_100ms = 6s,
10s and 15s) of the 1890 MHz profile and their corresponding p-model fitting.

At least for three characteristic scales, 6, 10 Hhdeconds, intermittency is strongly related to
multifractal processes where the typical MHD oatilins can play an important role. Thus, 1890
MHz SFU time series can be interpreted as beingrélsponse of an out of equilibrium process,
possibly related to the particle acceleration frarransversal MHD loop-loop nonlinear interaction
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and/or to the turbulent interaction between electsteams and evaporation shocks from the optically
thick sources of a single loop.

Despite the simplicity of our approach based onngls BSS data set, at least two relevant
aspects related to the BDA project are addresgeitiie(need of complementary analysis using a large
data set, including the future BDA data and (i@ tieed of the high BDA spatial resolution data in
order to have images of the related decimetrizactgions and their respective energy sources.
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APENDIX
A Singularity Spectrum from Wavelet Transform Modulus Maxima (WTMM)

The wavelet transform of the time series SFU(tyristen as

W, [SFU(1)](a,b) = i j SFU(t)g" {t;b} dt, a>0 (A1)

where ¢* is the complex conjugate of a continuous wavéleiction. This transformation gives the

coefficient of the wavelet decomposition of thensigSFU(t) at time t = b for scale a (Enescu et al,
2006). For analysis where the variability patteontains nonstationary power at many different
scales, such as SFU(t), a wavelet analysis basadgtane wave modulated by a Gaussian is required.

Thus, it is then considered the Morlet waveletehiken in its form to satisfy the so-called
admissibility condition (Farge, 1992)

¢(t) - .,_[—1/4 eiGt e—t2/2 (AZ)

The scaling and translation of this mother waviklattion over the signal SKt) are performed
by the parametemsandb. While the scale parameter a stretches (or corsps@she mother wavelet to
the required resolution, the translation paraméteshifts the basis functions to the desired time
location. It can be shown that the wavelet tramsfoan reveal the local characteristics of S a
point . More precisely, we have the following power-laslation

W, [H](a,to) =| s]“ (A.3)

wherea(ty) is the Hlder exponent (or singularity strengffus, the exponent(ty), for fixed location

t0, can be obtained from a log-log plot of the wawdransform amplitude versus the scale a.
However, this power-law characterization is difftcwrhen the process is governed by a hierarchical
distribution of singularities compromising the exdetermination ofx on a finite range of scales. In
such case any transformation of the signal $FHtdéy obey some renormalization operation involving
multiplicative cascades and it has been demondttht the local maxima ofMg (a,b)| at a given
scalea, are likely to contain all the hierarchical dibtrtion of singularities in the signal.

At a given scalea each one of the WTMM bifurcates into new two maxigiving rise to a rich
multiplicative cascade in the limit—> 0. Thus, it is possible to identify a space-s@alditioning over
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the maxima distribution and, consequently, a ugshafrmodynamicalmethod of computing the
multifractal spectrum of SF(is to define a partition function which scalesthe limita—> 0 as

Za, 9= |W,H(at, ()" =a™, (A.4)

wheret, is the position of all local maxima at a fixed leca andq is the moment of the measure
distributed on the WTMM hierarchy, used to defihe power-law scaling df(a,q). This power-law
yields for smalla the scaling exponentq) - the multifractal spectrum (Muzy et al., 199Agtually,
there is hierarchy of the WTMM that has been usedléfining the partition functiod(a,q) based on
the multifractal formalism (Arneodo et al., 1995).

The final step in the WTMM method used here is xamsine, for a set of scales a, the
correspondent singularity spectrdifa). If one finds a single value _ for all singulaitt,, the signal
has a monofractal structure. However, if the uryilegl process is multifractal, then different pasts
the signal are characterized by different valuesa ofOswiecimka et al., 2006). The singularity
spectrum, approximately an upside-down parabolakgatf, max The rangéda quantifies the fractal
non-uniformity, whilef, characterizes how frequently burst components withling exponent
occur. The nonhomogeneous turbulent energy cassadearacterized comparing such singularity
spectrum parameters for the correspondent turbplemidel.
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ABSTRACT

Our goal is to study certain aspects of the decimetnission produced in the solar corona.
This study is basically composed of the quiet Sumssion. Therefore, we intend to use the
data from theBrazilian Decimetric ArrayBDA) at 1.2 and 1.7 GHz in order to determine the
solar diameter at these frequencies and also ity e existence, or not, of a brightening

near the solar limb and characterize it. Both tygfedata will be used to test and improve the
solar atmospheric model developed by Selhorst altaborators.

INTRODUCTION

Solar Radius

Due to its importance in the structure determimatid solar atmospheric models, the solar
radius has been measured in several wavelengtms femlio through the visible part of the
electromagnetic spectra. During the last two desatthe optical observations failed in showing an 11
year periodic variation in the solar radius. Theamged variation ranged from tens to miliarcsecond
to 0.5 arcsec, both in phase and anticorrelateu tvé solar activity cycle.

Detection of the solar radius changes at radiouiagies indicate that the location in the
atmosphere where the radio emission is producedrisng. Actually, these variations reflect changes
in the local distribution of temperature and dengf the solar atmosphere. Previous research
(Bachurin, 1983) has shown an increase in the satiius of 9.6 and 13.8 arcsec at 13 and 8 GHz,
respectively, from 1976 to 1981. More recently, tdost al. (1999) measured the solar radius at 48
GHz and found that it decreased in correlation aittivity cycle between 1991 e 1993. An important
aspect is that the radius measurements are vehcoretlated with the changes observed in the solar
irradiance, which may produce climate variationgatth.

In 2004, Selhorst et al. (2004) showed that théatian of the solar radius at 17 GHz depends
of where and when it is measures. The averagegatfianges by 4 arcsec between solar minimum
and the maximum, following very well the solar ait}i cycle. On the other hand, if the radius is
measured only in the Polar Regions, the variatians smaller, only about 1 arcsec and are
anticorrelated with the solar cycle. Their conabusis that the solar radius is strongly influentsd
the presence of active regions near the limb, wbknhously follow the solar cycle, whereas the pola
radius has a strong contribution from the polaghttening that varies inversely with the 11 yeareyc
Moreover, a strong limb brightening of 10 to 15 $wbserved at 17 GHz, being more intense (25-
30%) in the Polar Regions. The average thicknesseofimb brightening is of the order of 60 arcsec
(Selhorst et al., 2003).
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Solar Limb Brightening

The study of the temperature distribution with gosi on the solar disk, obtained from radio
observations, have fundamental implication on #temination of the structures of the chromosphere
and corona. These variations are observed as latdmigg near the solar limb and either be caused by
the positive temperature gradient in the chromosploe by the presence of jets of matter called
spicules. An important phenomenon observed in th&Hz solar maps is this brightening near the
limb, which is seen all around the Sun formingrey df non uniform distribution.

Despite the report of several authors (Shimabulatral., 1975; Lindsey and Hudson, 1976;
Horne et al., 1981; Lindsey et al., 1981; Gomez%ater et al., 1983; Lindsey et al., 1984; Bastitan e
al., 1993) of limb brightening detection at sevexalvelengths from 33 to 1000 GHz, no systematic
study has been performed searching for a variatitinthe solar cycle. Very little information exist
about angular variations of this ring. On a presiowrk at 350 GHz (Bastian et al., 1993), a limb
brightening of approximately 16 % above quiet Sewels was found, appearing differently in the
North-South direction from the East-West one. Efart al. (1980) identified that the polar limb
brightening was anticorrelated with the solar attieycle.

It is believed that the limb brightening is duetea factors: i) increase of the chromospheric
temperature with height (opposite to the limb daikg observed at optical wavelengths) and ii)
presence of spicules which appear more prominentlye solar limb.

Spicules are fundamental components of the solamabsphere. At the limb they are seen as
jets of matter and can be observed in chromospbpdctral lines, such as H-alpha. The spicules have
a rising mass flux, approximately 100 times lard@m that of the solar wind. These structures are a
challenge to the theories which need to explain bmsvchromospheric material is dragged to such
great heights without increasing the temperature abput 10000 K, the temperature of the
chromosphere.

OBSERVATION

To determine the solar radius and study the linigphbening at 1.2 and 1.7 GHz we plan to use
the data from thd@razilian Decimetric Array(BDA). It will be interesting to compare these uks
with simultaneous observations from the Radio Olaério de Itapetinga (ROI), at 22 and 43 GHz.

METHODOLOGY

The solar limb is defined as the point where théeetq@un intensity falls to half its most
common value (the quiet Sun level). The set of tgoif all the limb positions form a circumference
which will be fit by the least square method in@rtb obtain the solar radius. This measuremert wil
determine the region in the solar atmosphere wtherelecimetric emission is being produced, and it
will be possible to compare this result with théadabtained at other wavelengths (Costa, Homor and
Kaufmann, 1986).

As for the solar limb brightening, its presencerrtba limb will be studies from the convolution
of a flat disk, representing the Sun, with the @a@lenna beam (Costa et al., 2002). This model will
then be subtracted from the observations, whichltregll then show, or not, the existence of the
brightening. Once identified, it will possible tdtain its intensity, width, and angular distributjo
possibly understanding its main causes. We wilb @salyze its temporal correlation with the solar
activity cycle.
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SOLAR ATMOSPHERE MODEL

We intend to test the quiet Sun characteristick.2tand 1.7 GHz, such as radius and limb
brightening, and compare these with the valuesreérfrom solar models. As a model of the solar
atmosphere, we will use the bidimensional atmosphdeveloped to describe the quiet Sun
atmosphere based on previous models and confravittdobservational data at 17 GHz 17 GHz
(Selhorst et al., 2005). Several authors (Vernatzal., 1981; Fontenla et al., 1993) have developed
models for the solar atmosphere, however these Iswodere based on spectral line data from the
photosphere and lower chromosphere, and these snddatot agree with observation made at radio
frequencies.

BIBLIOGRAPHY

Bachurin, A. F.Bulletin of the Crimean Astrophysical Observat@y, 113, 1983.

Bastian, T. S., Ewell, M. W., Zirin, HApJ, 415, 364, 1993.

Costa, J. E. R., Homor, J. L., Kaufmann, P.Swolar Flares and Coronal Physics using P/OF as a
Research TodINASA-CP 2421), Huntsville, 201, 1985.

Costa, J. E. R, Silva, A. V. R., Makhmutov, V. Bqlli, E., Kaufmann, P., Magun, AApJ Letters
520, 63, 1999.

Gomez-Gonzalez, J., Barcia, A., Delgado, L., PlapeB.A&A, 122, 219, 1983.

Horne, K., Hurford, G. J., Zirin, H., de Graauw, ApJ, 244, 340, 1981.

Lindsey, C., Hudson, H. SApJ, 203, 753, 1976.

Lindsey, C., Hildebrand, R. H., Keene, J., Whitco®bE. ApJ 248, 830, 1981.

Lindsey, C., de Graauw, T., de Vries, C., Lidho8nApJ 277, 424, 1984.

Selhorst, C. L., Silva, A. V. R., Costa, J. E. Bhjbasaki, K.A&A, 401, 1143, 2003.

Selhorst, C. L., Silva, A. V. R., Costa, J. ER&A, 420, 1117, 2004.

Selhorst, C..L., Silva, A. V. R., Costa, J. E. R&A, 433, 365, 2005.

Shimabukuro, F. I., Wilson, W. J., Mori, T. T., 3SmiP. L.,Solar Phys.40, 359, 1975.






Proceedings of the Brazilian Decimetric Array Wdrip
Sao José dos Campos, Brazil - July 28 — Auguddds 2

SOLAR DECIMETRIC EMISSION

Koovapady R. Subramanian

Solar Radio Astronomy Group
Indian Institute of Astrophysics
Koramangala, Bangalore — 560034, India

ABSTRACT

The importance of solar observations at decimeategelengths is explained. Characteristics
of various types of decimetric radio bursts duritages are described. Radio observations of
solar active regions are also described.

INTRODUCTION

Radio observations of the Sun contribute to theetstdnding of many physical processes which
occur on the Sun. From the thermal bremsstrahlunggsgon in the quiet Sun to thermal gyro -
resonance in strongly magnetized solar active nsgio the non thermal emission from Mev electrons
accelerated in solar flares, observations of radnission in the entire radio band provides addaion
means of understanding the myriad phenomena o8uhefrom the base of the chromosphere to the
outer Corona. The range of frequency in the bar@l-38000 MHz roughly corresponds in height to
the lower corona generally less than 1.2 solari.r&qtigh frequency part of this spectrum is the
operating frequency range of Brazilian decimetriay (BDA). In the solar corona, tleharacteristic
frequency of the background plasma is: the plasmquency andhe electron gyro frequency that
determine the observing radio frequency by fp =9 Hz andfc = 2.8 B MHzwhere n is the
electron density/cthand B is the magnetic field in Gauss. Radio emissiorprisduced at these
frequencies (fundamental) and or second harmonit fggher for some gyro magnetic emissions. The
decimeter range of 300 — 3000 MHz corresponds tiocgodensities of 1.8 10° to 1.3x 10" cm®
assuming fundamental emission. This is the rangeéeokities where the primary energy release of
flares is expected to take pladéhe way in which different radio frequencies canused to probe
different levels of the atmosphere is shown inRlgaire 1.

The solar radio emission in the decimeter bandoleas studied extensively using spectrographs
and imaging instrument&rom the diagnostic point of view that the radiatio the band 1 — 5 GHz
allow direct measurement of temperature and magfietd without the complications arising in the
analysis at other wavelengths like the knowledgthefchemical abundance elthe large resurgence
of solar radio astronomin the past decade is due to the use of largefentgneters like VLA and
WSRT for imaging and radio spectrographs in diffiénearts of the world in particular tHehoenix
(Benz, 1998) in Zurich and the B$Sawant, 2003) at INPE in Brazil.



K.R. Subramanian

1000 g———rrm——rrrrr—— T T T
E e e —
F ~ Earth 1AU N ? £ 3
= i . e & = 7]
S =
—~ 100 < 2 g 0B
i< E 2 2 2 7 &
5] F ™ v @ i -2 g ]
o r 2 & £ T o) ] -
] £
I oL g D é % it B
%) E Y g g 5 £ E o
-8 = =1 & @ £ 5 ©
= - N a E o £ =
%) - @ g 1 5
Iy a L B =
E 10 = <] e 10 W
B E & 3 ¢
o) C B Q
B I - £
m
8 s |
9 o1 E 105 £
b = 3 =]
L - = —
= N [
-g’ C Corona R -
T ooiL <104
E Transition Region... S - \'\-\ ]
i Chr e | i =
GO e ol 5 g ;L.Omofph?"em., i) 103
10kHz 100 kHz 1 MHz 10MHz 100 MHz 1GHz  10GHz 100 GHz

Frequency

Fig. 1 - Characteristics radio frequencies in the solar atmosphere (Gary and Hurford, 1989).

For the past two decades imaging observations laf swtive regions and flares with high
spatial resolution (< 20 sec of arc) were made hy\\And WSRT. Also RATAN and SSRT have
been used to study the SUN. In recent years GMRTblean used to observe the Sun few times in a
year. The spatial resolution of VLA ranges fromr8 min at 330 MHz to about 5 arc sec at 15 GHz.
Radio spectrographs in the decimetric band useddent years for solar observations is shown in the

Table 1.

Table 1 - Broadband spectrographs in the decimateye
Range (MHz) Time resolution (s)

Spectral resolutio

Af [T (%)

Artemis (Greece) 470- 110 0.01 0.8

Beijing (China) 3700 — 3100 0.001 -

Hirasiso 2500 - 25 3-4 0.2
Ondrejov (Czech Rep.) 4800 — 800 0.1 0.6
Porto (Portugal) 600 — 200 0.10r0.01 >0.16
Tremsdorf (Germany) 800 - 40 0.1 or 0.001 0.46

Zurich (Switzerland) 4000 — 100 <0.1 0.2

DECIMETRIC EMISSION FROM FLARES

The radio emission of flares at wavelengths froirméter to decameter waves includes a large
variety of radiation processebhey can be considered as different diagnosticstpalticularly suited
for the analysis of non thermal electron distribnfienhanced level of various kinds of plasma waves
and dynamical plasma processemm the study of solar flares using solar radiecsgraphs it is
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known that there is a variety of (flare relatedydts with distinctive morphologies in the frequency
time domain Situated in the spectrum between metric range <N3Biz well known for five types of
bursts) and the centimetric synchrotron emissiofregjuencies > 3 GHz the decimetric emissions
manifest a large variety of structures many of Wwhéece still unexplored. Figure 2 shows a typical
example of broadband spectrum recorded by Phoemige2trograph. In addition to type Il bursts
many type Il like burst were observed.

metric type 111 metric type V
! ! ! P ! metric
¥ e | | type II

100]  pur

metric
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1000 i | pulsations

1 reversed

—1 drift
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gyro-synchrotron

Fig. 2 - Broadband spectrum showing a rich variety of bursts in the meter — decimeter wavelengths
(Benz, 1991).

The decimetric range has been systematically esg@losince 1980s with digital radio
spectrographs with high spectral and temporal wtisol (Benz, 1991)Most decimetric type Il
emissions are shaped similar to metric type lliogdmirsts. Their characteristics are:

a) impulsive onset;

b) occur in groups of some tens to hundreds;

¢) similar to metric and IP type llls;

d) have short duration (0.5 — 1 sec);

e) high drift rates < 100 MHz;

f) occurin groups ( tens to 100s);

g) reverse drift common as normal drift (above 1 GHz).

These bursts are interpreted on the basis of efetieams interacting with the ambient coronal
plasma to excite a bump on tail instability of Langr waves. This emission can occur at fundamental
and harmonics. The electromagnetic emission isnaasguo be produced at the local plasma frequency
and /or it harmonics. Type lll bursts are a diagiessof the electron density of the plasma trawerse
by the beamThe recent interest in type Il bursts is motivabgdtheir use as diagnostics for location
of the electron acceleration process, as tracethefmagnetic field lines along which electron
propagates and the density of the ambient coraatthverse. Imaging observations have shown that
type lll sources are often not single, but emergaukaneously into different directionown
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propagating branches of type Il bursts are sometlouble sources. Their simultaneous existence
suggests a common origin. Figure 3 shows radiadurghe frame work of flare scenario.

Upward Beams I ’ ,” fl///’”
n%=3 10 on? | e SR V=500 MHz
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=
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Downward Beams <
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Fig. 3 - Acceleration region above the X-ray bright flare loop accelerating beams in the upward and
downward direction is shown.

Spike bursts are seen very often in the decimbgi. Their characteristics are:
a) short duration (< 0.1 s);
b) narrow bandAf/f ~ 0.03);
¢) highly polarized;
d) short rise and decay times;
e) frequency of occurrence 300 MHz — 8 GHz;
f) occurin clusters;
g) correlated with flares.

The spike bursts are suggested due to Electroro€golMaser Emission (ECME) generated by
beams of electrons. They represent basic fragnientat the energy release in flares.

Diffuse continua occur in the 1 — 3 GHz range tlamother range of frequencies. Their
characteristic duration ranges between one and semsenf seconds too long for type Il burst anal to
short for a type IV burst. The circular polarizatie found to be weak.

Stationary type IV events are continua of > 10 neswluration occurring in the 0.1 — 3 GHz
range. This emission is usually modulated in tim@les of 10s or less and is strongly polarized. The
emissions are due to electrons trapped in loop eshapagnetic field lines. These broad band
emissions occur usually above 1 GHz.

The emission is suggested due to Gyro synchrotrossgon of mildly relativistic electrons.

SOLAR ACTIVE REGIONS

Solar active regions are localized areas on thev@ware magnetic flux has erupted through the
photosphere into the chromosphere and corona. dteegharacterized by the presence of sunspots in
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white light, enhanced line emission (e.gm, Kall), and greatly enhanced soft X-ray (SXR) satio
emission. As their name implies, solar active regiare the sites of solar flares, a variety ofaadi
bursts, enhanced coronal heating, and play amalarious mass ejections. A key goal of solar ptg/si
is to understand their birth, evolution, and deeand their production of transient, energetic atgtiv

Manifestation of solar activity is shown as solative regions which are three dimensional
plasma structures of high density, temperature raadnetic field located above sun spdgadio
observations of the solar active regions show ngitticture components of the plasma structures
generated by different mechanism thermal and nemthal in origin. The classification of these
components and their mechanism depend on the ignaapservations at many frequenci¥ghen
observed atentimeter wavelengths, a typical solar activeaegionsists of a bright compact source
embedded in a diffuse component of low brightn&ks. Active regions in this Figure 4 show 2 bands
symmetric about the equator. The compact sourceesmonds to the positions of strong magnetic
fields.

Fig. 4 - Brightness distribution of the Sun shows that the bright features, the solar active regions, form
two bands symmetric about the solar equator (Dulk and Gary).

With brightness temperature of Tb ~°1K, the compact sources are due to gyro resonance
emission at low harmonics of the local gyro fregreriThe diffuse component which is very well
correlated with the H-alpha plage is associatetd witaker magnetic fields. The low brightness (Tb ~
10° K) of the diffuse component is due to the optigahin thermal bremsstrahlung. The relative
importance of the compact and diffuse sources igeleagth dependent. Diffuse components have
spatial scale of the whole active regions of < k. This component is especially typical for
wavelength range of 8- 12 cm and longer. The dizetive region at 1.5 GHz ~ 100 arc sec and their
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sizes depend on the wavelength of observation (eaed., 1998). Study of Active Region Magnetic
Field Structures Using VLA Radio, YOHKOH X-ray aMEES Optical Observations were made by
Gopalswamy et al. (1994). Full disk VLA images at@n wavelength revealed a number of compact
(10" — 20”) low brightness sources which were thdio counter parts of EUV bright points detected
by EIT (Lang and Wilson, 1997). Statistical anadysf Active regions at 21 crshows an electron
temperature- 4.5 MK, Emission measure of*610°® cni® and density 1.%10° cnmi®. Observations at
91cm using VLA have showed large sale (5- 10 am)nfiat appear to connect widely spaced active
regions on the solar surfadd.A observations at 20 cm shows also shorter (&rc2min) loops above
individual active regions that evolve in time ssat¥# minutes to hourfadio observations with the
VLA have given information on the size, locationsaime evolution of active regions. It has been
found that observation of the variation of the sif¢he gyro resonance source with frequency shows
an exponential relationship between the area amélemagth.

CONCLUSIONS

The radio emissions at decimetric wavelengths oaig in the upper chromosphere and base of
the Corona. Their study is important since the lacaton of electrons takes place in these regions.
Using spectrographs and imaging instruments, aetdilvestigations had been made to understand the
physics of active regions.

ACKNOWLEDGEMENTS

I would like to thank the funding authorities, FAERS for their financial support to attend the
BDA workshop.

REFERENCES

Benz, A, O., Gudel, Mlsliker, H., Miszkowicz, S., Stehling, WSolar Phys.133, 385, 1991.

Gary D. E., Hurford, GRProc. Waite 1989.

Gopalswamy, N., Schmahl, E. J., Kundu, M. R., LemerR., Strong, K. T., Canfield, R. C., de La
Beaujardiere, JKofu Symp.1994.

Lang, K. R., Willson, R. F., Fifth SOHO Workshoph& Corona and SolaNind Near Minimum
Activity. Ed. A. Wilson, European Space Agency, 199.505.

Sawant, H. S., Subramanian, K. R., Faria, C., Feles, F. C. R., Sobral, J. H. A., Cecatto, J. R,,
Rosa, R. R., Vats, H. O., Neri, J. A. C. F., AlonsoM. B.,Solar Phys.200, 167, 2001.

Lara, A., Gopalswamy, N., Kundu, M. R., Perez-Eueg, R., Koshiishi, H., Enome, &olar Phys.
178, 353-378, 1998.



Proceedings of the Brazilian Decimetric Array Wdrip
Sao José dos Campos, Brazil - July 28 — Auguddds 2

CALIBRATION OF BDA SOLAR OBSERVATIONS WITH GPS
SATELLITES AS CALIBRATOR SOURCES

Felipe R. H. Madser?, Jorge F. V. Silv&, José R. Cecattdoand Hanumant S. Sawarft

Vale Solugées em Energia — VSE
Rod. Presidente Dutra, km 138 — 12247-004, Sdodas€ampos-SP, Brasil
(felipe.madsen@vsesa.com.br)
Divisdo de Astrofisica - Instituto Nacional de Paisas Espaciais - INPE
Av. dos Astronautas,1758 — 12201-970, Sao Jos€aopos-SP, Brasil
(jorgeval@das.inpe.br; jrc@das.inpe.br; sawant@ dgse.br)

ABSTRACT

A new technique for the calibration of BDA complesibilities is proposed, making use of
satellites of the Global Positioning System (GPRSgalibrator sources. The technique is based
on the properties of the GPS signals, namely tlomgtflux, higher than that of the Quiet Sun
at 1575 MHz, and the source dimensions which intpst the satellites can be regarded as
point sources for the BDA. The present status gelbgpment of the technique is presented, as
well as the results of its application to solararliations using the prototype of the Brazilian
Decimetric Array (PBDA), during the period from Mdg September, 2007. The results
indicate that the GPS signals are adequate fdyresibn of solar observations with the BDA.

Key-words: calibration, solar observations

INTRODUCTION

The solar observations made with interferometegesuaually not completely calibrated due to
the low brightness (~ 1 — 20 Jy) of most of theeseal calibrators. It is also impossible to observ
these standard calibrators with the prototype efBhazilian Decimetric Array (BDA — Sawant et al.,
2007), due to their low brightness and the smathioer of antennas (5) of the array that implies very
low sensitivity. These facts imply that the caliiwa of BDA solar data requires the use of verpisty
calibrators, and very few are available in the enésatalogs.

A different calibration approach is the suggestionuse satellites of the Global Positioning
System (GPS) as calibrator sources (Zhiwei e2807). The GPS signal power on Earth's surface is
well known, around -160 dBW at the frequency of tHecarrier at 1.575 GHz (Rizos, 1999), that is
inside the operation band of the PBDA, optimized1t6 GHz. Given the satellite orbits, at an
approximate height of 20,000 km, it is also posstbl consider them as point sources in the fad fiel
of the BDA synthesized beam. These properties dethé suggestion that GPS satellites might be
appropriate as calibrators for solar observatioitis interferometers, motivating tests with the BDA.

A method was developed to test this hypothesisishautlined as follows:

(i) Determine the variation of the position of the Bidgein the sky, based on the TLE (two line
elements) estimate, in a spherical coordinate syateached to the EW baseline.
(i) Obtain a set of theoretical phases from the variatif the satellite's position as determined in (i)
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(i) Obtain the phase dispersion of the measured vigbilwith respect to the model by subtracting

the theoretical phases from the data set.
(iv) Obtain a set of antenna-based calibration solutfom® the phase
visibilities.

(v) Determine the baseline-based amplitude gains throwwgmalization of the observed amplitudes

according to the known flux of the satellite signal

(vi) Determine the phase gains for each baseline, cangbine antenna-based gains.
(vii) Apply the calibration solutions to the solar datéerpolating the solutions obtained.

OBSERVATIONS AND RESULTS

The test observations were done with the Protobfppae Brazilian Decimetric Array (PBDA)
from May to September 2007. Shown in Figure 1 é@mparison between the theoretical synthesized
beam of the PBDA in the EW direction and the omeatisional brightness profile of the GPS satellite

after the calibration was applied to the data.
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Fig. 1 — Comparison between the theoretical synthesized beam of the PBDA and the one dimensional
profile of the GPS satellite GPS BIIA-22 (PRN 05) as observed on test observations on 07/13/2007.

The solar observations were carried out from 22adSeptember

for comparison.

2007. Each scan on the Sun
was preceded and succeeded by scans on a GP8esagelthat the calibration solutions for the sola
data could be obtained by interpolating the calibresolutions for the satellites. The map obtaioad

27 September 2007 is shown in Figure 2, where aahdpe Sun in EUV on the same day is shown
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Fig. 2 — One dimensional brightness profile of the Sun obtained with the PBDA on 27 September 2007
(left), and map of the Sun at 195 A obtained with the Extreme Ultra-Violet Imaging Telescope
(EIT/SoHO) on the same date. Note that a depression in brightness is seen in both maps, but it
appears shifted eastward on the PBDA map with respect to the EIT map.

CONCLUSIONS

The results indicate that very high phase accureay be obtained on interferometric
observations of GPS satellites, and that thesecesuare indeed adequate for the calibration of
interferometric observations of strong sources tite2 Sun, particularly for solar observations with
BDA. However, the results also indicate that maestd and further technique development are
required to ensure the reliability of the method.

At the present status, the implementation of thishmd still demands the inclusion of antenna-
based calibration for amplitudes, as well as amlabe flux scale, based on the GPS signal power.
Also, further solar observations with the BDA haode carried out, specially after the installatodn
more antennas, aiming at improving the accuradh®fantenna-based solutions, which implies better
calibration and better maps.

Finally, tests of calibration of solar observatiomish GPS signals should be done with other
interferometers to allow the complete verificatafrthe method proposed in this work.
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ABSTRACT

Centaurus A (NGC5128) is the powerful radio sowssociated with the massive elliptical
galaxy NGC5128. It is to a distance of about 3.8.4 Mpc (Rejkuba, 2004) and is the
closest active galaxy. Note that at this distaricenlthe sky corresponds almost to 1 kpc. It
is the largest extragalactic radio galaxy in thg, skith dimensions of about 5° x 9°.
Centaurus A has strong emission at 1.4 GHz, ab&bt I, from the central 30'of the
radiosource. The morphology of NGC5128 is very cex@nd highly structured, it shows
significant structure ranging over a factor of i0size from the largest scales down to less
than a mili-arcsecond. Giant outer lobes are extgni about 250 kpc, the northern middle
lobe extending to about 30 kpc, inner lobes andrakjets extending to about 5.0 and 1.4
kpc. There is a jet which issues from the outegeidf the northern inner lobe a further 7 kpc
to a northern middle lobe. The northern middle labestrongly polarized on the ridge
furthest from the outer jet which connects it te thner lobe. The nature of the middle lobe
remains unclear, but it is very likely that thesestrong interaction between the radio source
and the intergalactic medium. The inner jets armbdohave been studied in detail using
VLBI and VLA. The proximity of Centaurus A means \Wwave a better spatial resolution of
the source, meaning we can see the more subtladtitms of the radio source with the
intergalactic medium. The origin of the radio enunssis relativistic plasma jets from the
central black hole of NGC5128. Our scientific gaalto study the extent to which
interactions with the intergalactic medium are shgpthe morphology of Centaurus A
(using the BDA, VLA, Chandra) and trying to assteiapproximately 26 knots observed by
Chandra (0.85 keV to 2.5 keV) with possible featuire BDA maps (1.2-1.7, 2.8 and 5.6
GHz). It will be possible (using X-rays and radiata) to extract spectra for a large number
of jet regions. Another objective could be the gtotithe temporal behavior of Centaurus A
at 22 and 43 GHz (Itapetinga antenna, Atibaia, Brdeying to associate the variability with
the born of components in the jet. At 22 GHz we @lvserving parts of both internal lobes
together with the central source, while at 43 Gitzriorthern lobe is well separated from the
nucleus. But there is some contribution of the Iseut lobe. This inner jet at radio
frequencies is also asymmetric, which the samealsiekes as the middle lobe.

Key-words: galaxies: jets — galaxies: active — radio: galspaedividual: NGC5128-CenA
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INTRODUCTION

Centaurus A (J1950 = 13h 22m 31.6 & = -42° 45’ 33”) is an active galactic nuclei (AGN)
usually classified as a FR | type radio galaxy asda Seyfert 2 object in the optical (Dermer and
Gehrels, 1995). Centaurus A is sometimes calledablat higher energies (Morganti et al., 1992). It
contains an active galactic nucleus, having Maretral., 2001 estimated the mass of central black
hole of about 1DM,. Centaurus A possesses an inner jet close toutieus which is detected in the
radio and X-ray regime. Centaurus A has a giant ltith an extension of about 10° on the sky. It is
detected from radio to MeV gamma-rays (Clay et2994; Johnson et al., 1997; Israel, 1998). One
characteristic of Cen A is its emission at gammgasranaking it the only radio galaxy detected in
MeV gamma-rays. All AGN detected at higher energiesblazars (Collmar et al., 1998). Blazars can
be observed at several wavelenghts from radio nonggrays. Rapidly variable, blazar emit polarized
nonthermal optical light and their total energyputis often dominated by their high-energy emissio
in X-rays and gamma-rays. Relativistic outflows aleserved which and probably are powered by
mass accretion onto black hole in the center. €tsegre aligned almost parallel to the line-of-sigh
blazars but we would like to point that there ihest configuration to the jet in Centaurus A,
perpendicular to the light-of-sight. This fact seewery controversial, but can be a representation o
several active galaxies considered as normal, warehjust too far away to be detected at gamma
rays. The nucleus of Centaurus A is obscured bydtst lane. This core only can be visible at
wavelengths longer than 0.8 pm (Marconi et al.,0208ingle telescope observations have not been
able to resolve the nucleus at any wavelength.ekample at 1 pm the maximum lengh that can be
obtained is about 100 mas; radio interferometryB\jLreveals a central structure with 1 pc length (6
mas) at. = 60 cm (500 MHz). Meisenheimer et al. (2007) iegrout interferometric observations at
mid-infrared (8.3 um and 12.6 um). The mid-infraraission from the core of Centaurus A is
dominated by an unresolved source with less thamma®. A counter jet also can be seen inside
Centaurus A. At 43 GHz (with interferometric obsadigns) an angular diameter about 0.5 mas or
0.01 pc can be observed. It is the remnant of tatasc disturbance between two galaxies: a dusty
spiral galaxy and a bright elliptical galaxy. Innsequence of the interaction there are several
outbursts inside this source.

BDA OBSERVATIONS

BDA phase [: five antennas with 4 meter-diametenapalic dishes were operated using alt-
azimuthal mount and operating frequency range biwle2-1.7 GHz. The 5 antennas had been laid
out over a distance of 216 meters in the westdiesttion for a spatial resolution approximatelya®’
1.5 GHz. During this phase was impossible to méprtdio source. BDA phase 2: it was planned to
laid out 21 antennas over the distance of 400 matehe east-west direction and another 10 angenna
over a distance of 200 meters in the north-soutbction forming a T-shaped array. The operating
frequencies will include higher values: 1.2-1.78 and 5.6 GHz. The spatial resolution will be 0.9’
with a sensitivity of about 5 Jy (1.2-1.7 and 2.8Zkx BDA phase 3: four antennas will be added in
the east-west direction and two more antennas annttrth-south direction. The baselines will be
increased in both directions to 2.5 km and 1.25 tgapectively, to increase the spatial resolutibn o
the array up to approximately 4.5 arc seconds &t@-z. BDA appears as a highly competitive
instrument because it can detect low flux denstia sources (< 60 mJy). With this final array will
be possible to map the complex structures of Ceunsady.
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ASSOCIATED FEATURES IN CENTAURUS A

The whole radio source has been mapped with sitigletelescopes at linear resolutions no
better than 4 kpc. The radio-bright inner lobesehbgen mapped with aperture synthesis telescopes at
higher resolutions of about 40 pc and the innes patd core have been mapped at (sub)parsec
resolutions in VLBI experiments. Centaurus A possssn inner jet close to the nucleus with a large
inclination of about 70° (Tingay et al., 1998).Higure 1 several structures can be observed in this
peculiar galaxy: the outer lobes, the middle Idbe,inner lobes and the jet. A pair of inner jedste
extend almost 1.4 kpc (80") from the nucleus, a paradio lobes which each extend out 6 kpc (6").
The northern middle lobe has a scale size of abdutl4 kpc).
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Fig. 1 - Components of the radio source CenA (Burns et al., 1983).

The nature of the middle lobe remains unclear. Maylan be the interaction between
radiosource and the intergalactic medium. The midiolbe is strongly polorised, with magnetic fields
vectors almost orthogonal to the field lines of te@necting jets and inner lobes. This radiosobese
been observed by Shain (1958), Sheridan (1958)p&oet al. (1965), Haslam et al. (1981), Combi
and Romero (1997), Junkes et al. (1993), Haynes. €1983), with angular resolution between 4.1’
and 48' and flux density between 28000Jy at 20 Mhix 681 Jy at 4.8 GHz. The internal lobes and
core have been observed by Slee et al. (1983)stzmsen et al. (1977), Clarke et al. (1992),
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Tateyama and Strauss (1992), with angular resaliigiween 4.2” and 258” and flux density between
31 Jy at 43 GHz and 734 Jy at 324 MHz. The nudketahas been observed by Slee et al. (1983),
Schreier et al. (1981), Clark et al. (1992), Jaates. (1994), Schreier et al. (1981), Botti andakiam
(1993), Fogarty and Schuch (1975), Kellerman (1974teyama and Strauss (1992), with angular
resolution between 0.1" and 252" and flux densiyween 2 Jy at 327 MHz and 18 Jy at 89 GHz.

In the figure 2 we can see the interaction betwbenseveral features of this galaxy and the
ambient intergalactic medium (IGM) at 5 GHz. CeniuA is to a distance of about 3.7 Mpc and is
the closest active galaxy. The proximity of thislicagalaxy make Centaurus A the ideal source to
study the influence this galaxy in the IGM. CentamuA shows a wide range of complex structures
with two jets emerging from its nucleus which beawlthey interact with the intergalactic medium
(Figure 2).

Fig. 2 - Inner lobes and jets at a resolution of 4.4 x 1.2 arcsec (Clarke et al., 1992).

The interstellar medium also can be very importashaping the jets in Centaurus A (Graham,
1998). There is evidence that the galactic gaseamce to the confinement of the jet in some Seyfe
galaxies, in very distant quasars and in the kobt€entaurus A. It has been known for some time
that shells of HI and molecular gas (CO), ionisptloal filaments and young massive OB stars dre al
located well beyond the host galaxy and closeloWo the inner and middle radio jets. These
structures are the result of the interaction oftiaxg intergalactic gas clouds shock-heated by the
expanding jet-lobe. The shocks cause catastropbied@ollapse which eventually triggers star
formation in northeast radio lobe (Graham, 1998).

VARIABILITY

Centaurus A is highly variable object in all wavejth bands (Kellermann et al., 1974; Davison
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et al., 1975; Winkler and White, 1975; Kaufmanmlet1977; Lawrence et al., 1977; Mushotzky et al.,
1978; Delvaille et al., 1978; Beall et al., 1978h&eier et al., 1979; Baity et al., 1981; Feigelsbal,
1981; Botti, 1983; Gehrels et al., 1984; Cunninghet al., 1984; Lepine et al., 1984; Terrell, 1986;
Botti, 1990; Turner et al., 1992; Botti and Abrahalt®93; Jourdain et al., 1993; Hawarden et al.,
1993; Kinzer et al., 1995; Steinle et al., 1998n8et al., 1996; Romero et al., 1997; Kellermann et
al.,1997; Turner et al., 1997; Gastaldi, 2007).

Botti (1990) found correlations between radio (2@ &3 GHz) and X-rays (3-12 keV). The
large beams used (approximately 4’ at 22 GHz amufceqmately 2’ at 43 GHz) include significant
non-nuclear emission, but the radio variability whao be correlated with that at 3-12 keV which
must be associated with the nucleus.

In the figure 3 is shown a continuous monitoringCantaurus A in X-rays between 1991 and
2008 using the BATSE (Burst and Transient SourceeBrment: 20-200 keV) instrument on board
CGRO (Compton Gamma Ray Observatory) and RXTE ({R6say Timing Explorer: 2-10 keV).
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Fig. 3 - A continuous monitoring of Centaurus A (BATSE- Burst and Transient Source Experiment and
RXTE-Rossi X-ray Timing Explorer).

DISCUSSION

There is evidence that an unknown distributed glarticceleration process operates in the jet of
Centaurus A (Enigma 1). The inner part of the CgetAs dominated by shock-related knots. Farther
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from the nucleus there is more diffuse X-ray enoissh the jet. The cause of particle acceleration i
this part of the jet is unknown. Knot is any contpi@ature in the jet that is clearly distinguistied
surface brightness from its surroundings.

The nature of the middle lobe remains unclear. iher VLBI jet is also asymmetric, with the
same sidedness as the middle lobe. The asymmeting @finer jet can be due to Doppler Boosting but
the same explanation is not correct in case ofagyammetry of the middle lobe (Enigma 2).The
middle lobe is associated with soft x-rays-emisgiegigelson et al., 1981). Radio observations using
high resolution still does not exist for this regiof the source. BDA will be able to be used fas th
finality.

To make competitive extragalactic observations BIlA we need to work with good dynamic
range. Australia Telescope Compact Array - ATCAising a high dynamic range (100000). Image
processing algorithms to deal with the high dynaiiange and large field-of-view must be improved
by BDA team. Will it be possible have high dynamaage in BDA system?

Explore feedback between the polarized radio jetsthe environment of the Centaurus group
of galaxies can be one of BDA goals. Will it be sibke to exploit the strong polarized continuum of
Centaurus A using BDA system?

Interaction between the non-thermal plasma ejeftted the active nucleus and the interstellar
medium of Centaurus A is responsible for a var@typhenomena such as ionisation of the gas and
AGN driven outflows.

A high-energy outflow close to the black hole may fwroducing the X-rays by the same
synchrotron process that explains the knots ifghelhe knots near the nuclear component are much
brighter in X-rays than the farthest knots. Thesogafor this dimming is unknown (Enigma 3). It is
likely to be related to the slowing of the jet. Higenergy electrons spiralling around magnetic $ield
lines produce the X-ray emission from the jet. Blextrons must be continually reaccelerated or the
X-ray will fade out. Knot-like features detected Ghandra (Hardcastle et al., 2007) show where the
acceleration of particles to high energies is atyeoccurring. The inner part of the X-ray jet sfoto
the black-hole is dominated by these knots of X@ayssion. The radio emission is produced by the
synchrotron process in which high-energy electradigate as they spiral around the magnetic field of
the galaxy.

CONCLUSION
Centaurus A will be an ideal source to make noarsobservations with BDA system. No other
radio galaxy allows its lobe structures to be stddn so specific detail. At declinations which gan

from - 47° to -38°, Centaurus A is perfectly lockter the BDA.
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ABSTRACT

This article is a report of 25 years of Cosmic Migave Background activities at INPE.

Starting from balloon flights to measure the dipaigsotropy caused by the Earth’s motion
inside the CMB radiation field, whose radiometeswaprototype of the DMR radiometer on
board COBE satellite, member of the group cros9f@weworking both on CMB anisotropy

and foreground measurements. In the 2000s, theseavehift to polarization measurements
and to data analysis, mostly focusing on map clgannon-gaussianity studies and
foreground characterization.

INTRODUCTION

The cosmic microwave background radiation (CMBjrig of the most important cosmological
observables presently available to cosmologistspribperties can unveil information, among others,
about the inflationary period, the overall composit of the Universe (§), the existence of
gravitational waves, the age of the Universe arroparameters related to the recombination and
decoupling era (Hu and Dodelson, 2002). These vabkss are critical to understand the physical
processes accounting for the formation and evoilubibthe Universe. The CMB is observed from a
few GHz to a few hundreds of GHz. It also observedarious angular scales, varying from less than
1 arcmin to many degrees, each range of scalesdimgcinformation about specific physical
processes from the early (or not so early) Univelte properties (intensity, anisotropies and
polarization) can be studied from the ground, oarfcstratospheric balloons and satellites and are
strongly hampered by the so-called foreground eoimants, constituted by radio point sources and
Galactic emission.

It is expected that the next space missions to mmeae anisotropy and the polarization of
CMB will mostly deal with foreground systematicé)ce the sensitivity obtained from years in space
can only increase by a {tj factor and the technology used for detectors arekty approaching the
quantum limit efficiency (see, e.g., CMB Task For2@06, hereafter CMBTF2006). Also, most
detectors used in the present generation of ingtintsrand projected for the next one are in the 110 -
microK.sqrt(Hz) sensitivity (ref). On the other ltrioreground emission is arguably the last frantie
to CMB studies, since the details of synchrotroeeffree and dust emission, as well as their sgectr
and spatial distributions are still poorly undeesto Presently, the foreground emission from the
abovementioned processes accounted for in mangreliff CMB missions (see, e.g., CMB F2006)
between 30 and 600 GHz can contribute at the samemdity level or above, than the E and B
polarization modes of CMB.
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INPE’s Cosmology Group (hereafter CG) has contedub many aspects of CMB studies in
the last 25 years and is presently devoted to foregl emission and total intensity measurements in
the experimental side (see, e.g., Tello et al.,720@vy et al., 2008; Kogut et al., 2009; Fixserakt
2009; Seiffert et al., 2009). On the phenomenokligend data analysis aspects, the group has
contributed in the CMB anomalies and asymmetrieeets, as well as in the search of global isotropy
of the Universe (see, e.g., Abramo et al. 2006;aitw, Sodré and Wuensche, 2006; Bernui and
Villela, 2006; Bernui et al., 2007; Bernui, Tsalasd Villela, 2007; Bernui, Ferreira and Wuensche,
2008; Bernui 2008).

This paper will describe briefly the contributioothe CG to CMB studies, including only the
most significant results from the 80s, 90s and 20@@ction 2 presents the CMB history and INPE’s
CG participation. Section 3 includes our contribatito foreground studies. Section 4 contains our
data analysis and phenomenology contributions beddchnological contributions are in Sec. 5. We
summarize this article in Section 6.

INPE AND CMB HISTORY

In the early 80’s, three issues were attacked byBQfsearchers: the expected blackbody
characteristics, of CMB, the expected dipole sidrah our movement though CMB photons and the
temperature fluctuations left on CMB as a resulthe primordial density fluctuation,s due to the
coupling between photon and matter before the rbeamation era, at z ~ 1400 - 1100.

The era pre-COBE

A series of balloon flights were performed in th8AJand in Brazil to nail down the dipole
characteristics, which was not a cosmological djgaad to search for the cosmological CMB
quadrupole signal. The combined result from these ftights were reported by Lubin and Villela
(1986) and Lubin et al (1985), with a dipole intignsf 3.44 + 0.17 mK and a direction of RA = 11.2
h, Dec = -8. The reported quadrupole upper limit was 7 ¥ fificroK. The instrument used in these
flights was a prototype of one of the DMR (Diffetieh Microwave Radiometer) used onboard COBE
satellite, which was launched in 1989.

3 MM MAP

Fig. 1 - Dipole anisotropy map (in celestial coordinates) covering 85% of the sky. The black region in
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the lower left part of the map was not covered during the two observation campaigns.

The COBE times

COBE was launched in 1989 and was the first NASiIsiz fully dedicated to measure the
CMB. It carried three experiments onboard: the FiR&ar InfraRed Absolute Spectrophotometer) to
measure the CMB spectrum, operating from 60 to 686, The DMRs (Differential Microwave
Radiometers) were designed to measure the angstabdtion and operated in 31, 53 and 90 GHz.
DIRBE (Diffuse InfraRed Background Explorer) wasdmed to measure mostly the dust emission in
the far infrared band of the eletromagnetic spect(from 240um to 1.25um). The COBE mission
ended in 1994 and was very successful, settingstoibes for the next generation of balloon and
ground experiments during the 90s.

The blackbody shape of CMB temperature spectrumregarted weeks after launch (Mather et
al., 1990, Figure 2), showing an almost perfecthkidady shape. The expected large-scale temperature
fluctuations were reported a little later by Smebal. (1992). The COBE maps, from a full sky map
to clean, CMB only map, can be seen in Figure & ifkerpretation of COBE results were discussed
in a companion paper by Wright et al. (1992). Hosrethe DMR observed the sky with a large horn
(about 7 degrees FWHM) and did not probe intermediad small angular scales< 2°), where the
signature of the density fluctuations in the forhacoustic peaks should be found.
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Fig. 2 - The FIRAS measurements on top a theoretical blackbody curve. Note the amplification of the
error bars in order to be noticed in the graph.

One of the COBE science team members, Philip Lubien at University of California Santa
Barbara, proposed a series of experiments in tee8l@s, to measure these medium scales. Together
with Paul Richards, at the University of CalifornBerkeley, they started a series of experiments to
search for CMB anisotropy in medium angular scalBse result were 4 balloon flights with
bolometers as their detectors (the ACME-MAX seridksop et al., 1992; Gundersen et al., 1993;
Meinhold et al., 1993; Clapp et al., 1994; Devltrak, 1994; Tanaka et al., 1996; Lim et al., 1996)
and 4 campaigns at the South Pole, using HEMT tet¢the ACME-SP series: Meinhold and
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Lubin, 1990; Gaier et al., 1992; Schuster et &93t Gundersen et al., 1995). Some of their results
detecting medium-scale temperature fluctuations beaseen in Figures 4, 5 and 6.

Fig. 3 - COBE anisotropy maps. The top map contains the dipole and the Galaxy emission on top of
the CMB anistropies; the center map had the dipole removed, containing CMB and Galaxy; the bottom

map contains CMB fluctuations only.
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Fig. 4 - Results from Schuster et al (1993). Note the picture in the right, with the autocorrelation
function results used to verify the results and claim the detection as done in this work.
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Fig. 5 - Results from Devlin et al. The CMB excess claimed as a detection can be noticed in the upper
part of the figure.
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Fig. 6 - The ACME-SP 1995 from Gundersen et al. These data points were one of the first to be used
to delimit the acoustic CMB peak.

In the late 90s, the UCSB group developed a neestebe concept, using a large (2.6 m
diameter), flat rotating mirror as a tool to quicktover large regions of the sky, and flew this
instrument on a balloon. Since it carried HEMT dtges but flying onboard a stratospheric balloon, i
was named HACME, standing for Hemts on ACME (Staekal. 2000; Tegmark et al., 2000, Figure
7). HACME made one of the first maps of CMB anieptr in medium angular scales and was a
prototype for another new telescope: BEAST (BackgobEmission Anisotropy Scanning Telescope),
to be described in the next section.
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Fig. 7 - A high resolution CMB map, made by the HACME experiment, compared to the COBE all-sky
map.

The 2000s

The BEAST telescope operated on the ground, inthiéée Mountain Research Station (USA)
and incorporated two carbon fiber large mirrorsrgpaloid of 2.2 m and ellipsoid of 0.8 m in the
semi-major axes) on board a gregorian mounting waittoff-axis optic (Figure 8). It also featured a
new optical design to minimize sidelobe contribnsidFigueiredo et al., 2005; Childers et al., 2005)
building on the experience of its predecessors. 8EAneasured the CMB anisotropies and the
Galaxy contribution around the north celestial pfeinhold et al. 2005; Mejia et al. 2005) and was
the first instrument of the group to measure the BClgower spectrum and put limits in the
cosmological parameters (O’Dwyer et al., 2005)uF@g9 shows the area covered by BEAST (about
4% of the sky) compared to a full sky WMAP map.
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Fig. 8 - BEAST in its dome in White Mountain. The size of the instrument and components can be
figured out by comparing with investigators in front of the gondola. They are about 1,80 m tall.

Fig. 9 - Superposition of BEAST on top a combined WMAP map including the Galaxy.
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The natural extension of BEAST would be an instmimeith polarization measurement
capabilities and this came with the WMPol (White iMtain Polarimeter), also operating at White
Mountain Research Station. The results were ngbad as the previous one, due to instrumental and
sensitivity limitations. The instrument took datatd GHz and reported upper limits for CMB E-mode
polarization of 14 microK (Levy et al. 2008). It svintended as a prototype for a more sofisticated
“foreground-cleaner” instrument, setup to measukéBCoregrounds between 10 and 20 GHz, and
also to be sensitive to B-mode polarization. Thipegiment, called COFE (COsmic Foreground
Explorer), is described by Leonardi et al. (2006).

FOREGROUND STUDIES

INPE’s CG has been involved in foreground studiegesthe early 90's, when the GEM
(Galactic Emission Mapping) project started. Italgto map synchrotron radiation at 408 MHz, 1,465
MHz, 2.3 GHz, 5 GHz and 10 GHz along 60-deg widdidation bands from several locations with a
single dish. Using the 408 MHz measurements asssaheck with the Haslam survey (Haslam et al
1982) and the novel observational strategy of atireg dish, the GEM experiment began its search for
the spatial and spectral distribution of foregrotewihplates without the baseline inhomegeneities tha
plagued combinations of earlier low frequency sysveAnother checks could be done against the
1420 MHz Reich and Reich survey (1986) and thesl@ia Gz survey (2003), In addition, Stokes U
and Q polarization components have been implemeiatethe 5 and 10 GHz experiments, which
avoid Faraday rotation to a cosmological leventéiest for CMB studies.

GEM started its operations at 408 and 1,465 MHBighop, California (USA) in 1993 and it
spent a brief, but intense, campaign in Villa dguag Colombia, (Torres et al 1996) where 2.3 GHz
observations were added. Mapping of the Southeyrb8gan after its arrival in Brazil in 1998 (Tello
et al 2000, 2007) and recently polarization measargs at 5 GHz became a very welcome reality
(Ferreira 2008).

INPE's CG participation in the development of tHEMGproject has been crucial since its early
stages, from the construction of receivers at 1M6& (Tello 1997) and 5 GHz (Ferreira 2008) to a
more efficient design of the ground screen anddliieello et al 1999, 2000) and the adaptation of a
cryogenic system for the 5 and 10 GHz receivergiddstanding ground contamination has been one
of GEM's main assets in producing a reliable basefor maps of the radio continuum at low
ferquencies (Tello et al 1999). Polarization measwents will also benefit of newly implemented
control and cryogenic systems.

In 2009 the CG will completely refurbish the optidasign of the GEM dish to accomodate the
challenging requirements of polarization measurdmext 10 GHz, as well as the design and
fabrication of the 10 GHz receiver, which will benapletely fabricated in Brazil.

CMB DATA ANALYSIS

Additionally, the group has devoted some time tsdme phenomenology and worked in CMB
data analysis as well, both to produce sciencdtseand to propose new analysis tools. In theyearl
2000's there were some efforts to search for narsgjanity in the CMB anisotropies, addressed in a
series of papers by Andrade, Wuensche and Rib&@®4( 2005, 2006). This deviation from
gaussianity can be tested with a non-extensivestitatapproach proposed by Tsallis (1988). Bernui,
Tsallis and Villela (2006, 2007) did such test aedorted a very small degree of non-extensivity in
the CMB data using 1- and 3-year WMAP data.
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After the WMAP results were released (Bennett e2@03, Hinshaw et al. 2007), the questions
about the isotropy and asymmetry of CMB angulatrithistion was studied using a statistical tool, the
PASH, proposed by Bernui and Villela (2006). Thegspers examined both the isotropy and the
symmetries of CMB anisotropies (Bernui, Ferreird &fillela 2004; Bernui 2005; Bernui et al 2006;
Abramo et al. 2006, Abramo, Sodré and Wuensche)2006

Using the same idea, Bernui, Ferreira and Wuengb@8) explored the isotropy of the GRB
distribution in the Universe, showing no major e&nde of anisotropy in the data.

TECHNOLOGICAL DEVELOPMENTS
INPE’s CG has taken part in a large number of CMBsions, contributing, in many of them,
towards the technological side of the instrumeasidies data analysis and science discussions. Table

1 shows some of CG contributions since 1990, anchich stage there was a major involvement.

Table 1 - CG contributions since 1990.

Part Study Design Fabr. Test Oper.  Year
BEAST Horns X X 2001
Waveguides and transitions X X 2001
ARCADE horns and transitions X X X 2005
GEM Dewar X X X X X 2006
GEM fences X X X X X 2001
1.465 and 5 GHz receivers X X X X X
Optical project for HACME and BEAS' X X X 1996
Microwave simulations for WMPOI X X X X 2005-
and GEM 2007
5 GHz OMT X X X X 2006

CONCLUSIONS

Since its creation, in the late 80s, the CG at INfRE been deeply involved in all aspects of
CMB measurements and CMB foregrounds, particulasiynchrotron emission. There were
collaborations covering ground, balloon and sdéettiissions, mostly with groups from Berkeley and
Santa Barbara (USA) and a deep involvement othallscientists and students from the group.There
also efforts devoted to CMB data analysis and pimemmlogy addressing issues in datasets produced
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by instruments in which the CG was involved. TheBerts attacked mostly non-gaussianity aspects
of CMB distribution and its global isotropy and asyetry.

Summing up all contributions, INPE’'s CG producetbtal of 54 papers in about 25 years of
existence, including a major gap, from 1987 to 19@7ere most of the PhD degrees produced in the
group were concluded. The group produced, as oémber 2008, a total of 9 PhD theses and 9 MSc
dissertations, some of which now hold permanenttipas at universities and research centers in
Brazil and abroad, and still keep some level otacrwith the science scene at INPE.

Presently the group is mostly involved in the depetent of a 10 GHz receiver for the GEM
instrument and is working on the data analysishef ARCADE instrument, a collaboration between
Goddard Space Flight Center/NASA, Jet Propulsiot/NASA, University of California Santa
Barbara, University of Maryland, all in USA, andRE.

REFERENCES

Abramo, L. R. W., Sodré Jr., L., Wuensche, CAAomalies in the low CMB multipoles and extended
foregrounds Physical Review D, 74, 083515, 2006.

Abramo, L. R. W.; et alAlignment Tests for low CMB multipold2hysical Review D, 74, id. 0635086,
2006.

Andrade, A. P. A., Wuensche, C. A., Ribeiro, A.L.Borrelated mixture between adiaba tic and
isocurvature fluctuations and recent CMB observaid®hysical Review D, 71, 043501, 2005.

Andrade, A. P.; Wuensche, C. A.; Ribeiro, A.L8ontribution of a mixed mixture model to the
anisotropies of the CMBR he Astrophysical Journal, 602, pp. 555, 2004.

Andrade, A.P.A.; Ribeiro, A.L.B.; Wuensche, C.Fhe Peak-Peak Correlation Function in Nearly-
Gaussian ModelsAstronomy and Astrophysics, 457, pp.385-391, 2006

Bennett, C. et alFirst year Wilkinson Microwave Anisotropy Probe (WR) observations:
preliminary maps and basic resuliBhe Astrophysical Journal Supplement Series, 148003.

Bernui, A. The large-scale angular correlations in CMB temgara maps Brazilian Journal of
Physics, vol. 35, p.1185-1190, 2005.

Bernui, A. et al.On the cosmic microwave background large-scale Emgrorrelations. Astronomy
and Astrophysics, 454, 409-414, 2006.

Bernui, A.; Tsallis, C.; Villela, TTemperature fluctuations of the cosmic microwavekgeound
radiation: A case of non-extensiviglysics Letters A, 356, 426 - 430, 2006.

Bernui, A.; Tsallis, C.; Villela, TDeviation from Gaussianity in the cosmic microw&aekground
temperature fluctuation€Europhysics Letters, 78, 19001, 2007.

Bernui, A.; Ferreira, 1.S.; Wuensche, C@n the Large-Scale Angular Distribution of ShortrBaa-
Ray BurstsThe Astrophysical Journal Letters, 673, 968-2008.

Childers, J. et alThe Background Emission Anisotropy Scanning Tepes¢BEAST): Instrument
Description and Performancelhe Astrophysical Journal Supplement Series, 128,-138,
2005.

Clapp, A. C. et alMeasurements of anisotropy in the cosmic microwaaekground radiation at
degree angular scales near the stars Sigma Herauid lota Draconis The Astrophysical
Journal Letters, 433, L57-L60, 1994.

Devlin, M. et al.Measurements of anisotropy in the cosmic microwsaakground radiation at 0.5
deg angular scales near the star Gamma Ursae Médtie Astrophysical Journal Letters, 430,
L1-L4, 1994.

Ferreira, I. SPolarizacdo da Emisséo Sincrotron da Galaxia: lostentacao e MedidaBhD Thesis,
2008.



C.A. Wuensche and T. Villela

Figueiredo, N. et alThe optical design of the Background Emission Aropy Scanning Telescope
The Astrophysical Journal Supplement Series, 158,123, 2005.

Gundersen, J. O.; et al. A degree scale anisotmgasurement of the cosmic microwave background
near the star Gamma Ursae Minoris. The Astrophlydmarnal Letters, 413, L1-L5, 1993.

Gundersen, J. O. et dbegree-scale anisotropy in the cosmic microwavekbgamnd: SP94 results
The Astrophysical Journal Letters, 443, L57-L6094.9

Haslam, C. G. T. et alA 408 MHz all-sky continuum survey. Il - The att#scontour maps
Astronomy and Astrophysics Supplement Series,p4Z, 2, 4-51, 53-142, 1982

Hinshaw, G. et alThree-Year Wilkinson Microwave Anisotropy Probe (MY Observations:
Temperature Analysighe Astrophysical Journal Supplement Series, 188,334, 2007.

,Jonas, J.L.; Baart, E.E.; Nicolson, GThe Rhodes/HartRAO 2326-MHz radio continuum survey
Monthly Notices of the Royal Astronomical Socie2@,7, 977-989, 1998.

Leonardi, R., et alThe Cosmic Foreground Explorer: a balloon-borne nmicave polarimeter to
characterize large-scale CMB polarized foregroundsw Astronomy Reviews, 50, pags. 977-
983, 2006.

Levy, A.; et alThe White Mountain Polarimeter Telescope and anddpimit on Cosmic Microwave
Background PolarizationThe Astrophysical Journal Supplement Series, 479,430, 2008.

Lim, M. et al. The Second Measurement of Anistropy in the CosnumMave Background Radiation
at 05 Scales near the Star MU Pegdsie Astrophysical Journal Letters, v.469, p.L6394&

Lubin, P. et alA map of the cosmic background radiation at 3 miliers.The Astrophysical Journal
Letters, vol. 298, L1-L5, 1985.

Lubin, P.; Villela, T.Measurements of the Cosmic Background RadialiohGalaxies Distances and
Deviations from Universal Expansion”, Eds. B.F. Meedand R.B. Tully, Reidel, vol. 180, 169-
175, 1986.

Marvil, J.;.et al.An astronomical site survey of the barcroft fagil#t the white mountain research
station New Astronomy, 11, pp. 218-225, 2006.

Meinhold, P.; et alMeasurements of the anisotropy of the cosmic backgt radiation at 0.5 deg
scale near the star MU PegasSihe Astrophysical Journal Letters, 409, L1-L4,399

Meinhold, P. et alThe advanced cosmic microwave explorer - A millmetave telescope and
stabilized platformThe Astrophysical Journal, vol. 406, p. 12-2539

Meinhold, Peter; et & Map of the Cosmic Microwave Background from tBABT experiment he
Astrophysical Journal Supplement Series, 158, 1I8l,-2005.

Mejia, J.; et al.Galactic foreground contribution to the BEAST CMBishtropy Maps The
Astrophysical Journal Supplement Series, 158, 109-2005.

O’Dwier, I., et al.The angular power spectrum of the BEAST experinTdm@ Astrophysical Journal
Supplement Series, 158, pp. 93-100, 2005.

Reich, P.; Reich, WA radio continuum survey of the northern sky atQL¥mHz - Il. Astronomy and
Astrophysics Supplement Series, vol. 63, no. 205-288, 1986.

Schuster, J. et aCosmic background radiation anisotropies at degseales: further results from the
South PoleThe Astrophysical Journal Letters, 412, L47-L5993.

Staren, J., et alA Spin Modulated Telescope to Make Two DimensiddslB Maps The
Astrophysical Journal, 539, 52-56, 2000.

Souza, R. RUm mapa da emissao galactica em 408 MMZc. Dissertation, INPE, 2000

Tanaka, S. et aMeasurements of Anisotropy in the Cosmic MicrowBaekground Radiation at O
degrees -8.5 Scales near the Stars HR 5127 andHehtulis The Astrophysical Journal
Letters, v.468, p.L81, 1996



25 years of Cosmic Microwave Background Researd¢NRE

Tegmark, M. et al.Cosmic Microwave Background Maps from the HACME efxpent. The
Astrophysical Journal, 541, 535-541, 2000.

Tello, C.Um experimento para medir o brilho total do céu @mprimentos de onda centimétricos
PhD Thesis, 1997.

Tello, C.; et al.Diffraction analysis of a double-shielded antenmathe Fraunhofer and Fresnel
regimes: Model prediction®adio Science, 34, p. 575-586, 1999

Tello, C.; et al.Spillover and diffraction sidelobe contaminationardouble-shielded experiment for
mapping Galactic synchrotron emissiokstronomy and Astrophysics Supplement, 145, p.495
508, 2000

Tello, C.; et alThe 2.3 GHz continuum survey of the GEM projacKiv e-print: astro-ph/0712.3141,
2007.

Torres, S. et al.The GEM project: An international collaboration turvey galacticradigion
emission Astrophysics and Space Science, 240, 225 - 235.19

Wright, E.L. et alInterpretation of the cosmic microwave backgrouadiation anisotropy detected
by the COBE Differential Microwave Radiomet&he Astrophysical Journal Letters, vol. 396,
L13-L18, 1992.

Wuensche, C. A.; Lubin, P. M.; Villela, TAn Alternative Algorithm for Cosmic Microwave
Background Radiation Sky Harmonic Analysfsstronomical Data Analysis Software and
Systems lll, A.S.P. Conference Series, Vol. 6269, 1994.






Proceedings of the Brazilian Decimetric Array Wdrip
Sao José dos Campos, Brazil - July 28 — Auguddds 2

SESSION 5 - SPACE WEATHER






Proceedings of the Brazilian Decimetric Array Wdrip
Sao José dos Campos, Brazil - July 28 — Auguddds 2

THE FIRST LANDMARK OF THE BRAZILIAN SPACE WEATHER
PROGRAM

H. Takahashi, Anténio L. Padilha, Hanumant S. Sawan Joaquim E. R. Costa, José R.
Cecatto, Walter D. Gonzalez, Eurico de Paula, Icar¥itorello, Haroldo de Campos
Velho, José D. S. da Silva, M. A. Abdu, Odim Mende¥, Alisson D. Lago, Clésio M. D.
Nardin, N. SantAnna, Maria V. Alves, Jonas R. Souza

Instituto de Pesquisas Espaciais - INPE
Av. dos Astronautas,1758 — 12201-970, Sao Jos€aopos-SP, Brasil

ABSTRACT

The Brazilian Space weather program started at INPEOO7 under support of Ministry of
Science and Technology. Main purpose of the progeatn monitor the space climate and
weather, from sun, interplanetary space, magne&wspland ionosphere-atmosphere by
satellite and ground based observations, and teigeaiseful information to space related
communities, technological, industrial and acadean&as. It is aimed to monitor sun-earth
environment physical parameters: the solar radisgiod CME event by using radio telescope
(BSS, BDA and SPUA), interplanetary environmentiiyon cosmic ray telescope, equatorial
ionosphere scintillation occurrence by GPS receietr work and ground induced current
(GIC) variability by magnetometer net work. Datarsmission via internet, construction of
data bank system, data assimilation and modelinguimire forecasting service and space
weather daily bulletin services are under developm@®ur goal is to establish the whole
system to be in operation in 2011.

INTRODUCTION AND OBJECTIVES

A space weather and climate program is being tetiaat the Brazilian National Institute for
Space Research (INPE) to study events from thdiation on the sun to their impacts on the earth,
including their effects on space-based and growsedh technological systems. The program is built
on existing capabilities at INPE, which includeestists with a long tradition and excellence in the
observation, analysis and modeling of solar andardelrestrial phenomena and an array of
geophysical instruments that spans all over Bfeaih the north to south of the magnetic dip equator
Available sensors include solar radio frequencginars and telescopes, optical instruments ana sola
imagers, GNSS receivers, ionosondes, VHF raddrskyplimagers, magnetometers and cosmic ray
detectors.

In the equatorial region, ionosphere and thermagploenstitute a coupled system with
electrodynamical and plasma physical processesgbeasponsible for a variety of peculiar
phenomena. The most important of them are the edqahtelectrojet current system and its
instabilities, the equatorial ionization anomalgdahe plasma instabilities/irregularities of thght-
time ionosphere (associated with the plasma bubl@ats). In addition, space weather events modify
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the equatorial ionosphere in a complex form andaupow unpredictable manner. Consequently, a
main focus of the program will be on monitoring tber, middle and upper atmosphere phenomena
and developing a predictive model of the equataoiabsphere through data assimilation, that could
help to mitigate against the deleterious effectsamiio communications and navigation systems.

The technological, economic and social importaniceugh activities was recognized by the
Brazilian government and a proposal for funding wpagroved for the period 2008-2011. New ground
instruments will be installed during this periotbaling us to extend our current capability to powvi
space weather observations, accurate forecastsack sveather conditions, and timely hazard alert
warnings. The program is expected to be fully ofi@nal for the peak activity of the next solar
maximum in 2011-2012.

ACTIVITY PLAN IN PRIORITY

The program will take three frontiers, Group 1 asvdata collection of Sun-interplanetary
space and magnetosphere, Group 2 covers data tamllenf ionosphere upper atmosphere and
geomagnetic field, and Group 3 works on generatibdata bank, simulation model and to operate
information center. The group 1 is responsible generation of real time data of the solar radio
frequency radiation map, CME event, cosmic ray (muariability, in addition to the satellite data
(SOHO, ACE, STEREO). The group 2 will take respbility for real time ionospheric scintillation
map, equatorial anomaly map, and plasma bubbleitgathap. The group 3 collects all of these data
and to construct a data center, data assimilatmonsanulation model operation. Daily publication of
bulletin through website is also a task of thisugro

Solar CME and Solar wind monitoring
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Fig. 1 - Solar radio telescopes for Space weather and climate mission of INPE.
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Solar CME event will be monitored by several diéfietr type of radio telescope in operation at
Itapetinga and in fure at Cachoeira Paulista. S@bgerves the solar surface with 12 GHz frequency.
BSS covers 1.0 — 2.5 GHz radiation. BDA(Braziliatithetric array) antennas map the solar surface
with 1.2, 1.7, 2.8, 5.6 GHz frequencies. It will tepable to localize the radiation source regiotihén
solar disc, which is important to predict CME evanthe direction of the earth (Sawant et al., 2009
Figure 1 shows BDA, BSS and SPUA antenna view.

Equador

Geografico 8

Equador
Magnético

Fig. 2 - lonospheric plasma bubble generation mechanism in the equatorial region.

Cosmic ray monitoring by muon detector at Sdo Matla Serra (30°W, 50°W) will be enable
us to monitor interplanetary environment. An Insea@r decrease of the cosmic ray flux near the
earth environment indicates variability of solantland CME event (Okazaki et al., 2008).

Equatorial lonosphere monitoring

In the equatorial and low latitude region, there sgional ionospheric phenomena, equatorial
ionospheric (Appleton) anomaly and ionospheric gatarities (plasma bubbles). In Figure 2
generation of the plasma bubble in the local evgrilde is shown. The ionospheric disturbance
causes radio wave scintillation that affects sédelio ground communication and GPS satellite
applications. Figure 3 shows scintillation areasesuby the plasma bubble activity. Today it is well
known that the equatorial ionospheric disturbarazescaused by magnetospheric origin from top and
also by meteorological activity from below (Abduadt 2009).

The present program focuses the subject to ionospbantillation effect as the first step. GPS
receiver net work deployed in the equatorial regiogps the scintillation area. In addition to it, a
couple of ionosonde, GPS receiver and magnetomeliebe installed at magnetic conjugate points
away from the magnetic equator, one at Boa Vistd #e other at Campo Grande. The two
observation sites monitor ionospheric F-layer tiplif and to predict occurrence of plasma bubbles.



H. Takahashet al.

MAPPING OF PLASMA BUBBLES OVER BRAZILIAN TERRITORY -1 JAN 2002 - 2029 LT
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Fig. 3 - lonospheric scintillation map generated by ground based GPS receiver network.
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Fig. 4 - Energetic particle precipitation map (in gray scale) in the south Atlantic and American
continent region observed by satellite OHZORA (Kohno et al., 1990).

Geomagnetic storm and the South American GeomagnetAnomaly (SAGA)
The effect of solar flare and solar wind (mass aabbcity) are severe in the earth’s polar
regions. Also important is the region of South Aiwen magnetic anomaly region where the magnetic
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field is almost a half compared to the other regiddue to the lower mirror height, energetic péetic
flux penetrates in the ionosphere. Figure 4 shoarige flux in the SAGA region observed by
satellite (Kohno et al., 1990). An increase of mmadition of the satellite in this region has been
reported by several previous works. Therefore matron of the energetic particle flux is important
for satellite operation. The present program plemgrovide the magnetic storm information to
Brazilian satellite operation center.

BRAZILIAN SPACE WEATHER PROGRAM IN 2008 - 2011

The present program is aimed to create a centendastigation and prediction of the space
weather and climate, and to provide the informatorspace related human activities. Our special
interest is, however, rather regional focusing auission in the equatorial ionosphere weather
condition and South American Geomagnetic AnomalG3S) effect.

The space weather and climate program plans tbliesttdollowing items during the period of 4
years from 2008 to 2011:

(1) To establish a space weather and climate center t@mpublish daily bulletin of the space
weather information,

(2) To establish ground based space weather monitostagons, GPS receiver net work,
magnetometer net work, ionospheric sounder netwsdtar radio frequency telescopes and
cosmic ray telescopes.

(3) To establish data bank system for space weathaedetiata from ground-based and satellites.

(4) To establish ionosphere weather map and solar featjoency radiation map.
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ABSTRACT

Data assimilation is an essential step for imprg\dpace weather operational forecasting by
means of an appropriated combination between oésenmal data and data from a
mathematical model. In the present work data aksiom methods based on Kalman filter
and artificial neural networks are applied to &é&iwave model of auroral radio emissions. A
novel data assimilation method is presented, wiyeseimultilayer perceptron neural network
is trained to emulate a Kalman filter for data mlsition by using cross validation. The
results obtained render support for the use ofalew@tworks as an assimilation technique for
space weather prediction.

INTRODUCTION

Space weather research is the study of the distoesan the space environment, usually caused
by the solar activity and/or interactions of inteber medium and galactic cosmic rays with the
heliosphere. Due to the potential impact of spaeather on technological systems on Earth, as well
as on human health, space weather forecastingdeytan essential task. Nonlinear and chaotic
phenomena represented by mathematical models havit@nsic relationship with the initial
conditions (IC). Therefore, from very small disaiapies between two similar ICs, after some time-
steps, a disagreement could occur for some systenaher words, sensitive dependence on the IC
could cause the forecasting error to grow expoalytiast with the integration time (Grebogi et, al.
1987).

This implies that a better representation for thigal condition will produce a better prediction.
The problem for estimating the initial conditionsis complex and important for operational predictio
system, which it constitutes a science calledta Assimilation(Daley, 1993; Kalhay, 2003).
Nowadays data assimilation is a research topicomesof the areas of applied physics, such as
meteorology, oceanography, and ionospheric weaffeer last issue see: Schunk et al., 2004,
Scherliess et al., 2004; Hajj et al., 2004).

Many methods have been developed for data assionilathey have different strategies to
combine numerical forecasting and observations)guialman filter or variational approaches, for
example.

The use of artificial neural network (ANN) for dagasimilation is a very recent issue.
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The first implementation of the ANNs as a new applofor data assimilation was employed by
Nowosad et al. (2000). There are applications iaotlh systems, as well as 1D shallow water
equations. An artificial neural network is an agement of units characterized by a large number of
very simple neuron-like processing units; a largeber of weighted connections between the units,
where the knowledge of a network is stored; andlizigparallel distributed control. Two distinct
phases can be devised while using an ANN: theitigiphase (learning process) and the run phase
(activation). The training phase consists of arattee process for adjusting the weights for thstbe
performance of the network in establishing the nragpmf many input/target vector pairs. Once
trained, the weights are fixed and new inputs carpiesented to the network, which calculates the
corresponding outputs based on what had been bkarne

In the worked example here, a multilayer Perceptreural network (MLP-NN) (Haykin, 1994;
Nowosad et al.,2000) is trained to emulate a Kalfiter-based data assimilation system. This novel
data assimilation strategy is applied to a threeewaodel of auroral radio emissions near the aactr
plasma frequency involving resonant interactiondafigmuir, Alfvén and whistler waves (Chian et
al., 1994; Lopes and Chian et al., 2002). Obseymati evidence of auroral radio emission and
nonlinear coupling between Langmuir, Alfvén and stler waves have been obtained in rocket
experiments in the Earth's auroral plasmas (Boehal.£1990). These auroral whistler waves may
explain the leaked AKR (auroral kilometric radiatjp providing the radio signatures of solar-
terrestrial connection, and may be used for maimigospace weather from the ground.

Data assimilation is a specialized field of datalgsis. The amount of data available today, with
the observation system enhancing in quality andhtifasive, becomes data analysis a challenge for
the science of this new century. Actually, manypleare addressing such challengeas science

NONLINEAR COUPLED WAVE EQUATIONS

A nonlinear analysis of auroral Langmuir, whistiard Alfvén (LAW) events in the planetary
magnetosphere was carried out by Lopes and Chi@86f1 under the assumption that all three
interacting waves are linearly damped. The simpiestiel for describing the temporal dynamics of
resonant nonlinear coupling of three waves canltaimed assuming terms in the wave amplitudes.

Moreover, the waves may be assumed monochromatlt thre electric fieIdsEa(x,t) written in the
form: E,(x,t) = [Aa (x,t)/2]eX|:{i(kax— a)at)}, wherea = 1,23 and the time scale of the nonlinear
interactions is much longer than the periods ofiitiear (uncoupled) waves.

In order for three-wave interactions to occur, Weve frequenciesy, and wave vectors,
must satisfy the resonant conditions: ¢ = &} — @, ; (ii) K; =k, —k,. Under these circumstances,

the nonlinear temporal dynamics of the system aamdwverned by the following set of three first-
order autonomous differential equations writtentémms of the complex slowly varying wave
amplitude (Meunier et al., 1982):

Bova+an (1a)

D-ian, 40,0 - AN (1b)



Neural network for data assimilation to the spaeativer

(;—’?%‘SAS —AA (1b)

where the variabler = xt, with x is a characteristic frequencyd = (&} — @, — @)/ x is the
normalized linear frequency mismatch, and=V_/x gives the linear wave behaviors on the long
time scale. The wawg, is assumed linearly unstable, (> 0) and the other two waves; andA;, are
linearly damped Vi, =V, =-v<0), and it is sety =V, (Meunier et al., 1982; Lopes and Chian,
1996). The system admits both periodic and chaaies. Figure 1 shows the strange attractor.

A3(f)

Fig. 1 - The strange attractor for the three-waves: Eqgs. (1a)—(1c).

DATA ASSIMILATION EXPERIMENT

Process is illustrated using synthetic experimewiaia, where synthetic observations are
generated by addition of random small level nois¢he exact valueA>™(t.) = A, (t.) + Ar,, where

A =107, andr, is a random value at timg,. Figure 2 shows observed data inserted after Bach

time-steps on the mathematical model data withaytassimilation technique under chaotic regime.
The black and blue lines represent the referenaeh{tmodel”) and the dynamical system evolution
after the data insertion (“corrupted model”), ratpeely. Clearly, it is noted that the dynamicstioé
system is lost, even with a small difference initbe
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Data insertion without A ssimilation Procedure - y=28 128
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t

Fig. 2 - Data insertion without assimilation technique with frequency of SAt .

Here, the assimilation process will perform by twethods: Kalman filter and neural networks.
Denoting the vectoZ’=[A; A, Ag]' for the observed data, the extended Kalman fifter be
summarized as:

ForecastingZ,',, = F(z,' )+ u,

n+l —

Evaluation by observation systed;,, = H(z!)+v,;
Compute the covariance error matr®’, = F P2F " +Q_;
Kalman gainG): G,,, = PnfﬂHI[Rn + HnPnfﬂH:]_l;

= Z t GuulZpa —H (an+1)] ;

n+l n+l n+l

Analysis: Z

o ok~ W E

Up date the error covariance matri;,, = [I - Gn+1Hn]Pnf+1.

The mathematical model is represented=y, 4/, is the stochastic forcing (random modeling

noise error) and its covariance matrix is expredse@@,. The observation system is modeled by
operator (or just a matrix, for linear systenkt) andv, is the noise associated to the observation
(covariance matrix denoted IB). The typical Gaussian probability density funaotiand zero-mean
hypotheses for the noises are adopted. For noarlihgnamical systems, the extended Kalman filter is
used (the operatdf(.) is expanded into Taylor series, and only lineapansion components are
considered). One problem for this approach is tamese the matrixQ,. Jazswinski (1970) has
proposed an adaptive Kalman filter, where the mafj is parameterized with these parameters
estimated by a secondary Kalman filter. We havelieghpthe Jazswinski's proposal to the data
assimilation with good results (Nowosad et al., 00 he goal here is to design an artificial neural
network for emulating a Kalman filter, reducing tt@mputational effort of the assimilation process.

The assimilation procedure using neural network ion-linear mapping between analysis and
data from observation and prediction model:
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r?+l = fNN,W |_Zr?+1' an+1] (2)

where fynw 1S the neural network, and/ is the matrix of the connection weights. A muitéa
perceptron neural network (MLP-NN) was trained witie backpropagation algorithms (Haykin,
1994). The training or learning process is a prapedo identify the best values for the matik the
output from the neural network should similar avpyas analysis — more details see Harter and
Campos Velho (2008a), for a higher dimension system Harter and Campos Velho (2008b). This
target analysis could be the observation, or o#lteeptable analysis obtained by other method. We
follow the second option, and the neural networitasigned to emulate the analysis from the Kalman
filter.

Numerical example
For simplicity, we assume that all error covariant&trices are diagonal ones. The numerical
values for these are given as following:

10z (=)

=01; =2l; P = -
Qs R, {o (%) 3)

Data Assimilation by KF and MPNHN - y=28.128

—— Mumerical Model
150 L KF
—-= MPNN
100
= a0
e
—
<
n L
50t
10 1 1 1 1 1 i
'5.5 255 2.6 2 65 2.7 275 2.8

t

Fig. 3 - Data assimilation using Kalman filter and neural.

The three-wave system is integrated using a foordler Runge Kutta scheme, witkt =107,
After the choice of the best weight set, the 3-wsya&tem is integrated considering data assimilatton

each 5 time-steps. Figure 3 depicts the ladtihfe-steps of a time series &, : it is not possible to

distinguish the true dynamics, and assimilatioramigd with Kalman filter and neural network.
The MLP-NN and KF are effective to carry out theiamlation. Figure 4 shows the mean errors
of KF and MLP-NN. Small errors are verified for hatchemes.
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Fig. 4 - Error for data assimilation: (a) Kalman filter, (b) neural network.
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