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ABSTRACT

The recent tendency in the design of space systems has aligned to reduce the life cycle
cost of space programs by means of a reduction in the complexity of satellite missions.
In this context, one of the possible options is reducing the mass of the whole system.
Therefore, concepts of micropropulsion based on microtechnologies have been deve-
loped in order to attend the requirements of future space missions. The current state
of semiconductor technology based on silicon has allowed the manufacturing process
of small scale systems, called as MEMS (MicroElectroMechanical Systems). Among
the many MEMS applications are the microunits of low thrust, where micronozzles
are present. According to the relevant literature, the most studies investigated the
micronozzle performance for different length scales and flow conditions. However,
these investigations have not focused on the influence of the surface curvature on
the micronozzle flow structure. In macronozzles, it is know that discontinuities on
the surface affect the system performance due to the arising of shock waves inside
the device. Thus, in order to obtain further insight into the physics of micronozzle
flows, a numerical simulation of a rarefied flow in a convergent-divergent micronozzle
array with rectangular cross-section is investigated by using the Direct Simulation
Monte Carlo (DSMC) method. By considering a convex-concave divergent surface,
the impact of different divergent shapes on the two-dimensional flowfield structure,
aerodynamic surface quantities and micronozzle performance are explored by chang-
ing the surface slope and radius of curvature at the inflection point. In order to de-
couple other geometric influences, the ratio between exit and throat areas as well as
the divergent exit angle were kept the same for all cases. Moreover, the inlet-outlet
boundary conditions are based on pre-defined pressure values. The computational
results pointed out a small impact on the macroscopic properties due to variations
in the slope and curvature of the divergent surface. The symmetric assumptions
employed in this account resulted in a recirculation region in the external flow. The
simulations also showed that thermodynamic nonequilibrium takes place in the en-
tire divergent flow, in special, at the nozzle lip. By concerning to the aerodynamic
surface quantities, simulations indicated that the thermal and mechanical loads that
take place along the divergent surface are highly dependent on the smoothness of
the surface along the inflection point. Finally, this study also revealed that the geo-
metric shape of the divergent surface does not perform significant influence on the
specific impulse. Anyway, the presence of the divergent surface provided a specific
impulse that is almost two times higher than that one obtained by a micronozzle
with only the convergent part operating in the same conditions.
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SIMULAÇÃO NUMÉRICA DO ESCOAMENTO DE GÁS FRIO EM
MICROBOCAIS BASEADOS EM MEMS

RESUMO

A atual tendência no projeto de sistemas espaciais tem caminhado no sentido de
se reduzir o custo do ciclo de vida dos programas através da redução da comple-
xidade das missões dos satélites. Nesse contexto, umas das opções diz respetio à
redução da massa total do sistema. Desse modo, conceitos de micropropulsão basea-
dos em microtecnologias têm sido desenvolvidos a fim de se atender as exigências
das futuras missões espaciais. O atual estágio da tecnologia de semicondutores à
base de siĺıcio tem permitido a fabricação de sistemas de pequena escala, denomi-
nados por MEMS (MicroElectroMechanical Systems). Dentre as várias aplicações
dos MEMS encontram-se os micropropulsores de baixo empuxo, onde os microbo-
cais estão presentes. De acordo com a literatura relevante, a maioria dos estudos
investigou o desempenho dos microbocais para diferentes escalas e condições de con-
torno. Entretanto, essas investigações não focaram na influência da curvatura da
superf́ıcie na estrutura do escoamento em microbocais. É sabido que, em macro-
bocais, descontinuidades na curvatura alteram o desempenho dos bocais devido ao
surgimento de ondas de choque no interior do dispositivo. Assim, com o intuito de
adquirir uma compreensão mais profunda da f́ısica presente no escoamento em mi-
crobocais, a simulação numérica de um escoamento rarefeito num microbocal do tipo
convergente-divergente é realizada através do Método de Simulção Direta de Monte
Carlo (DSMC). Tal dispositivo é considerado como parte de uma matriz de mi-
crobocais. Considerando ainda uma superf́ıcie divergente do tipo convexa-côncava,
os impactos de diferentes perfis dessa superf́ıcie na estrutura do escoamento, quan-
tidades aerodinâmicas da superf́ıcie e desempenho do microbocal são explorados
alterando-se a inclinação e o raio de curvatura da superf́ıcie no ponto de inflexão.
Com o propósito de se desacoplar outros efeitos geométricos, a razão entre as áreas
da garganta e de sáıda assim como o ângulo de divergência na sáıda são mantidos
os mesmos para todos os casos. Além disso, as condições de entrada e sáıda são
baseadas em valores pré-definidos de pressão. Os resultados computacionais apon-
taram um pequeno impacto nas propriedades macroscópicas devido às variações na
inclinação e curvatura da superf́ıcie divergente. As hipóteses de simetria adotadas
neste trabalho resultaram numa região de recirculação no escoamento externo. As
simulações ainda mostraram que o não-equiĺıbrio termodinâmico ocorre em todo
escoamento divergente, em especial, no lábio do bocal. No que diz respeito às quan-
tidades aerodinâmicas, as simulações indicaram que as cargas térmicas e mecânicas
que agem ao longo da superf́ıcie divergente dependem fortemente da inclinação da
superf́ıcie próximo ao ponto de inflexão. Finalmente, este estudo ainda revelou que
a forma geométrica da superf́ıcie divergente não desempenhou uma influência sig-
nificativa no impulso espećıfico. De qualquer modo, a presença da superf́ıcie diver-
gente forneceu um impulso espećıfico que é cerca de duas vezes maior que aquele
obtido para um microbocal apenas com a parte convergente operando nas mesmas
condições.
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6.49 Normalized specific impulse (Îsp) at different XLd stations for

group A (top), B (middle) and C (bottom) cases. . . . . . . . . . . . . . 179

xix





LIST OF TABLES

Pág.

1.1 Satellite classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Proposed geometric configurations for the micronozzle divergent surface. 15

3.1 Molecular parameters for different models. . . . . . . . . . . . . . . . . . 48

4.1 Geometric configurations at the inflection point. . . . . . . . . . . . . . . 71

4.2 Common geometric definitions. . . . . . . . . . . . . . . . . . . . . . . . 71

4.3 Additional geometric definitions. . . . . . . . . . . . . . . . . . . . . . . 72

4.4 Physical properties of the working fluid. . . . . . . . . . . . . . . . . . . 75

4.5 Flow conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.1 Cell distribution – direction x versus y – applied in the verification process. 85

5.2 Additional geometric definitions for the validation case. . . . . . . . . . . 94

6.1 Common throat section data. . . . . . . . . . . . . . . . . . . . . . . . . 178

xxi





LIST OF ABBREVIATIONS

AEB – Agência Espacial Brasileira
BBGKY – Bogolyubov-Born-Green-Kirkwood-Yvon
CFD – Computational Fluid Dynamics
CL – Cercignani-Lampis
CLL – Cercignani-Lampis-Lord
CVD – Chemical Vapor Deposition
DAC – DSMC Analysis Code
DOFs – Degree of Fredoms
DSMC – Direct Simulation Monte Carlo
ESA – European Space Agency
GHS – Generalized Hard Sphere
GSS – Generalized Soft Sphere
HS – Hard Sphere
IP – Information Preservation
IPL – Inverse Power Law
LB – Larsen-Borgnakke
MEMS – Microelectromechanical Systems
MD – Molecular Dynamics
MGL – Monotonic Lagrangian Grid
MTT – Multiple Translational Temperature
MPI – Message Passing Interface
NASA – National Aeronautics and Space Administration
NC – Null Collision
NEMS – Nanoelectromechanical Systems
NS – Navier-Stokes
NTC – No Time Counter
OpenMP – Open Multi-Processing
PDSC – Parallel Three-Dimensional DSMC Code
PNAE – Programa Nacional de Atividades Espaciais
PVD – Physical Vapor Deposition
RTMC – Relaxation Time Monte Carlo
SHO – Simple Harmonic Oscillator
SMILE – Statistical Modeling In Low-Density Environment
SWPM – Stochastic Weighted Particle Method
TC – Time Counter
UHO – Unharmonic Oscillator
VHS – Variable Hard Sphere
VSS – Variable Soft Sphere

xxiii



xxiv



LIST OF SYMBOLS

a – sound speed
a – acceleration vector
A – area
A,B,C – constant or particular values
b – miss-distance impact parameter
c – molecular speed
c – molecular velocity vector
c0 – macroscopic stream vector
Cf – skin friction coefficient (Equation 6.23)
Ch – heat transfer coefficient (Equation 6.28)
Cp – pressure coefficient (Equation 6.21)
d – molecular diameter
DH – hydraulic diameter
e – specific energy of a molecule
e – unit normal vector
Et – translational energy
f – velocity distribution function; fraction of molecules reflected diffusively;

a function; friction coefficient
f0 – Maxwellian or equilibrium velocity distribution function
F – force
F – force vector
Ft – thrust force
FN – scaling factor, i.e., the number of real molecules represented by one

simulated molecule
h – a half size; specific entalpy
i, j, k – Cartesian components; particular values
Isp – specific impulse
k – Boltzmann constant, k = 1.380658× 10−23 J/K
Kn – Knudsen number
L – characteristic length
m – molecular mass
mr – reduced mass
M – Mach number
n – number density; an expoent
N – a number; number of simulated molecules per cell
Ncoll – number of collision pairs per cell over ∆t
Nf – dimensionless number flux (Equation 6.20)

Ṅ – number flux
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Ṅi – inward number flux

N̂i – normalized inward number flux
NS – total number of samples
p – pressure; normal momentum component
Pcoll – probability of a particular collision
Pi – probability of the mode i to be adjusted
q – energy flux
Q – a function that relates f to a macroscopic quantity
r – a distance; molecular radius
r – position vector
rc – radius of curvature
R – a radius in the micronozzle geometry
Re – Reynolds number
Rf – a random fraction between 0 and 1
s – speed ratio; refers to an isentropic process
S – size scaling factor
S/V – surface-to-volume ratio
t – time
T – thermodynamic temperature; a temperature
u, v, w – velocity component in the x-, y- and z-directions, respectively
V – macroscopic or stream flow speed
Vc – cell volume
x, y, z – Cartesian axes in the physical space
X – dimensionless length (x/ht)
XLd – dimensionless length (x/Ld)
Y – dimensionless height (y/ht)
Z – relaxation collision number

Greek
α – exponent in the VSS model; accommodation coefficient
αg, βg – micronozzle geometric parameters
αr – internal energy accommodation coefficient
β – reciprocal of the most probable molecular speed in an equilibrium gas
γ – specific heat ratio
Γ – gamma function
δ – mean molecular separation; viscous layer thickness
δmcs – mean collision separation
δt – time increment
∆t – time step
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ε – azimuthal impact parameter; perturbation parameter; molecular energy
ζ – number of degrees of freedom
η – exponent in the Inverse Power Law model; streamline normal direction
θ – an angle
Θ – an angle; characteristic temperature
κ – constant in the Inverse Power Law model
λ – molecular mean free path
Λ – Larsen-Borganakke inelastic fraction
µ – viscosity coefficient
ν – collision frequency; Prandtl-Meyer angle
ξ – streamline tangential direction
ρ – density
σ – collision cross-section
σdΩ – differential collision cross-section
σt – tangential momentum accommodation coefficient
σT – total collision cross-section
τ – relaxation time; tangential momentum component
τc – mean collision time
τw – shear stress at the surface
υ – relative speed exponent in the VHS model, υ = ω − 1/2
Υ – a plane
φ – a macroscopic quantity; potential field
χ – deflection angle
Ψ – specific impulse efficiency; a function
ω – viscosity index

Subscripts

A,B,C,D – particular values

b – buffer or external section value

c – convergent section value; a particular computational cell

coll – refers to molecular collisions

d – divergent section value

e – exit section value

i – a particular molecular mode; incident value

ideal – ideal (isentropic) conditions

in – inlet value

m – center of mass value; most probable value

max – maximum value

min – minimum value
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n – normal component

O – based on or related to overall values

p,q,s – particular molecular species

r – relative; reflected value

real – real conditions

ref – reference values

R – based on or related to the rotational modes

t – throat section value; tangential compoenent

T – based on or related to the translational modes

V – based on or related to the vibrational modes

w – surface value

0 – stagnation value

0,1,2,3 – particular values

Superscripts
∗ – post collision values
′ – thermal or peculiar component; a second value
˜ – center of mass frame
¯ – average value
ˆ – normalized value
Cont – value employed in the continuum approch
DSMC – value employed in the DSMC method
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1 INTRODUCTION

1.1 Motivation

The national initiatives in the space area have gained a new impulse with the Na-

tional Program for Space Activities (PNAE1). According to Brazillian Space Agency

(2005), the PNAE aims to encourage the country to develop and to apply space

technologies in order to solve national problems for benefit of the Brazilian society.

Among the several actions and space activities, the PNAE identifies as indispensable

the enhancement of knowledge in strategic technologies as well as the transference

of them to the industrial area. In the space platform area, there is high priority

about technologies necessary to increase the performance and to attain the mis-

sion requirements, e.g., the attitude2 control, sensors and space actuators, besides

micro- and nanotechnologies that will allow drastic reductions in mass, volume and

consumption of ground and in-orbit equipments.

The recent tendency in the design of space systems has aligned to reduce life cycle

cost of the space programs through a reduction in the complexity of the satellite

missions. In this sense, one of the possible options is reducing the mass of the whole

system. The mass reduction will be possible only by means of a system miniaturiza-

tion, i.e., a reduction in the satellite scale or in part of it. This concept of small space

devices is embodied in the slogan “Faster, Better, Smaller and Cheaper” (CURIEL,

2004), which has been the new directive of commercial companies, universities and

space research agencies such as NASA (National Aeronautics and Space Adminis-

tration) and ESA (European Space Agency). Based on this philosophy, the space

sector has focused on the development of a new space system generation called

microsatellites (MARGOTTINI, 2007). Figure 1.1 presents some examples of small

satellites.

Nowadays, a brief classification of satellites (KONECNY, 2004) has been adopted

based on their wet mass, i.e., the initial total satellite mass including fuel. Table 1.1

presents this classification. Within this classification, the term “Small Satellites” is

applied to all space vehicles whose in-orbit mass is less than 500 kg.

The use of microsatellites has several advantages, e.g., small mass and volume, low

1Portuguese acronym for the National Program for Space Activities - Programa Nacional de
Atividades Espaciais.

2To provide torque in order to keep the space vehicle pointed in the desired direction.
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(a) (b)

Figure 1.1 - Examples of small satellites: (a) SwissCube was launched in 2009 (1 kg and
operating) and (b) SACI1 was launched in 1999 (60 kg and nonoperating).

SOURCE: (a) Shea (2009) and (b) Sucessos e Insucessos do Programa Espa-
cial Brasileiro (2009).

Table 1.1 - Satellite classification.

Group Name Wet Mass (kg)

Large satellite > 1000
Medium satellite 500 to 1000

Minisatellite 100 to 500
Microsatellite 10 to 100
Nanosatellite 1 to 10
Picosatellite 0.1 to 1

Femtosatellite < 0.1

power consumption, large scale fabrication, short development time and high system

integration degree. In general, microsatellites demand small launch vehicles or can

also be launched as piggyback of another primary payload3. Moreover, the same

platform may be used for different payloads and the design of the missions can be

based on spacecraft constellations4 (MOSER et al., 1999; NERI, 1999), as depicted in

Figure 1.2.

3In space exploration, the payload is the carrying capacity of the spacecraft, e.g., scientific
instruments or experiments.

4A mission configuration of multiple small satellites working together or in formation. Some
designs require a larger “mother” satellite communication with ground controllers.
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(a) (b)

Figure 1.2 - (a) Concept of a constellation communication system and (b) two nanosatel-
lites just after ejection from Space Shuttle.

SOURCE: (a) Adapted from Moser et al. (1999) and (b) Shea (2009).

On the other hand, the microsatellite disadvantages, among others, may be listed as:

(i) high mission risks due to the fact that microsatellites are recent technologies with

questionable reliability; (ii) short spacecraft life time; and (iii) reduced mission ap-

plicability since usually a microsatellite contains only one instrument, for instance,

a camera or an antenna. However, in general, all these characteristics lead to lower

overall mission costs and have been a new inspiration source for the scientific com-

munity. For instance, the Surrey University claims that 95% of performance of large

satellites can be reached by using small satellites for only 5% of the cost or 70% of

performance at 1% of the cost (KONECNY, 2004).

In the period from 1980 to 1999, a total of 238 minisatellites and 249 microsatellites

were launched around all the globe in order to attend different costumers: commer-

cial (37.1%), military (35.1%), government (17.3%), university (5.4%) and amateur

(5.1%). The use of these satellites was distributed in the following areas: communica-

tions (69.2%), science (14.4%), technology demonstration (11.0%), military (2.3%)

and earth observation (1.4%) (KONECNY, 2004). The reason for the communication

sector to leadership is the investment return: for each 200 million dollars invested in

a constellation of small communication satellites, it is estimated a profit of 1 billion

dollars within an average time of 5 years (NERI, 1999).

In general, the main components and aspects required for development and oper-

ation of a microsatellite can be summarized in the launch vehicle, choice of orbit,

attitude and orbit controls, sensors, power, data readout and ground station pro-

3



cessing. In this way, concepts of micropropulsion based on microtechnologies have

been developed in order to meet the requirements of future space missions (HITT

et al., 2001; KOHLER et al., 2002; MANZONI, 2000; ROSSI et al., 2001; ZAKIROV et

al., 2001). Small scale satellites need propulsive systems of small thrust, for orbital

maintenance and maneuvers5 in order to provide a slender attitude control of the

vehicles and to correct their trajectories, which may suffer disturbances due to solar

radiation pressure and/or drag present in the space navigation.

The propulsive system of these microsatellites normally provides a thrust of the or-

der of µN and mN (microNewtons and miliNewtons). The thrust in such systems

is usually obtained by a gas or a mixture of gases expanding through a convergent-

divergent micronozzle. Figure 1.3 illustrates two examples of micronozzles (BAYT,

1999; HITT et al., 2001) that are applied in micropropulsion systems. These mi-

crothrusters can be applied individually or as array patterns to small satellite propul-

sive systems.

(a) (b)

Figure 1.3 - Micronozzle examples: (a) 34 µm throat and area ratio of 7:1;(b) 90 µm throat
and area ratio of 6.2:1.

SOURCE: (a) Bayt (1999) and (b) Hitt et al. (2001).

In this scenario, the aforementioned trending on microsatellites emphasizes the im-

portance of the micronozzle flow understanding in the performance improvement of

5To keep the space vehicle in the desired mission orbit or to move it to another desired orbit.
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micropropulsive systems. Since the physical processes present in microflows may be

quite different from conventional macroflows, the knowledge about the flow structure

in microscale is primordial in the design of these devices.

1.2 Micronozzle Flow Regimes and Features

The current state of semiconductor technology based on silicon has allowed the

application of silicon plates in the manufacturing process of microscale devices.

This manufacturing technique has been applied in the development of small scale

systems, called as MEMS (MicroElectroMechanical Systems) (BEEBY et al., 2004;

MALUF; WILLIANS, 2000; VARADAN et al., 2003) and several others microdevices (EP-

STEIN et al., 1997). Among the many MEMS applications are the microunits of low

thrust (BAYT, 1999; JANSON et al., 1999; KETSDEVER, 2003), where micronozzles are

present.

In a micronozzle flow the thermodynamic fluid properties and velocity experiences

different orders of magnitude. Figure 1.4 shows a typical convergent-divergent nozzle

configuration. In the inlet chamber, the pressure must be higher than its ambient

value to allow a downstream flow. In this situation, even in microchambers, the flow

is usually within the continuum flow regime that assumes the gas as a continuous

medium without concerning about microscopic events. In this case, such a concept is

reasonable since the local intermolecular collision frequency is so large that the gas

and its interaction with solid surfaces6 can be described by means of the molecular

average (macroscopic) behavior. Therefore, individual molecular processes can be

neglected. In the continuum flow regime, a macroscopic approach is applied and the

flow is described by spatial and temporal variations of the primary properties, e.g.,

pressure, density, temperature and velocity.

As the gas flows through the convergent part, it is expanded, i.e., the pressure de-

creases and the velocity increases. In this part, the flow remains subsonic up to the

throat neighborhood, which is a transonic region. Finally, in the divergent part, the

gas flow is basically supersonic and a strong expansion process drastically reduces

pressure as it approaches the exit section. In this sense, near the exit section, the

molecular mean free path7 is usually of the same order of micronozzle characteristic

dimensions, e.g., the throat size. As a result, intermolecular and molecule-surface

6Hereafter refereed also as only surface, wall or body.
7The average distance traveled by the molecules between the intermolecular collisions.
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collisions occur with similar frequency and then both process have equal impor-

tance. Under such conditions, from a molecular point of view, the flow is within the

transitional flow regime. In this context, it is worthwhile to mention that somewhere

between convergent and divergent micronozzle parts the gas flow presents different

behavior, specially near the surfaces, since the flow regime changes from continuum

to transitional. These phenomena are the velocity slip and the temperature jump,

which characterize a different regime called as slip flow.

Figure 1.4 - A typical convergent-divergent nozzle configuration.

SOURCE: O’Leary and Beck (1992).

Meanwhile, if for some reason the mean free path becomes much larger than the

characteristic dimension, the molecules reflected from a surface perform intermole-

cular collisions only far away from this wall. In such a case, the oncoming molecules

do not suffer significant influence by the wall presence. In this fashion, since the

molecule-surface collision frequency is much higher than the intermolecular collision

frequency, the former prevails. This situation is called collisionless or free molecular

flow regime. According to the present discussion, it is important to note that mi-

cronozzles operate covering different flow regimes.
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In order to define quantitative limits for each flow regime, the degree of rarefaction

of a flow is expressed in terms of the Knudsen number Kn defined by,

Kn =
λ

L
(1.1)

where λ and L are the molecular mean free path and a characteristic length of the

flow, respectively. According to the hard sphere model, the mean free path in an

equilibrium gas with molecular diameter d and number density n – molecules per

unit of volume – is:

λ =
1√

2nπd 2
(1.2)

Since the mean free path is inversely proportional to the number density, and conse-

quently to the pressure, it is easy to observe that the rarefaction degree is not fully

defined only by the pressure condition. In the same way, it is misleading to support

that all microflows present a high Knudsen number. At first, one might be tempted

to select the characteristic length scale as some overall flow dimension in order to

determine an overall Knudsen number. However, a better description is possible if a

local Knudsen number is defined with L as the gradient length scale of a macroscopic

quantity φ:

L =
φ

|∇φ|
(1.3)

where φ may represent the local velocity, density, pressure or temperature. This

equation shows that small values of L can be obtained by strong gradients in the

flow. Consequently, the local Knudsen number is defined by the ratio of the local λ

to the local L. Therefore, it is evident that in a steady state flow Kn may change

spatially and also according to the macroscopic property considered.

As Kn → 0, the flow is within the continuum flow regime, since rarefaction effects

are not present. In the opposite limit, as Kn → ∞, the flow is defined by the free

molecular flow regime. The flow regime limits are depicted in Figure 1.5 in terms of

the local Knudsen number.

The cold gas propulsive system is one of the most basic technologies applied in

micronozzles to attitude control. In this system, micronozzle devices operate over a

range of stagnation pressures that may vary from 0.1 to 6 atm, depending on the

mission requirements. Nevertheless, the exit pressure normally attains near-vacuum

conditions, as expected for satellite applications.

7



Figure 1.5 - Flow regime limits in terms of the local Knudsen number.

For illustration purposes, in a micronozzle air flow operating under the stagnation

conditions of 300 K and 1 atm, the mean free path in the inlet chamber is 0.5423 nm.

Assuming a consistent exit pressure of 0.01 atm, the mean free path increases to ap-

proximately 54.23 nm in the exit section. As a result, the overall Knudsen numbers

in the chamber and at the exit section are approximately 0.0027 and 0.27, respec-

tively, based on a throat size equal to 20 µm. Consequently, in such a circumstance,

to describe the whole micronozzle flow as a continuum phenomenon may lead to

inaccurate results. In order to overcome errors in flow prediction, the molecular

processes must be taken into account. Figure 1.6 emphasizes the present example.

Figure 1.6 - Overall Knudsen range for typical MEMS and NEMS (Nanoelectromechanical
Systems) applications under standard conditions.

SOURCE: Adapted from Beskok (2006).
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Many particularities make a MEMS-based micronozzle gas flow different from a con-

ventional macroscale convergent-divergent nozzle, i.e., a macronozzle. For instance:

(i) in general the micronozzle geometry is not axisymmetric as the macronozzle

geometry; (ii) usually, micronozzles have rectangular cross-sections due to their spe-

cific manufacturing processes; (iii) a reduction in the nozzle dimensions increases

the influence of viscous effects on the flow, since the Reynolds number (Re) becomes

small; (iv) due to a high relative roughness (Figure 1.7), the surface finishing has a

significant influence on the flow structure; (v) the heat transfer can be excessively

high if the wall temperature is much lower than the stagnation temperature; and

(vi) the head losses due to slip flow processes may perform a significant impact.

(a) (b) (c)

Figure 1.7 - Scanning Electron Microscope (SEM) images of surface roughness in MEMS:
(a) longitudinal patterns, (b) zoomed region and (c) transversal patterns.

SOURCE: Torre et al. (2010).

Moreover, when the size scale of a mechanical system changes, the influence of each

present physical phenomenon may be modified. For example, if all characteristic

dimensions in a system are reduced from meters to millimeters, it corresponds to

a reduction in the size scale of 1 to 1000, i.e., a size scaling factor S of 1/1000.

Therefore, the characteristic length, height and width are reduced by a scale of 1 to

1000. On the other hand, the volume is reduced by (1/1000)3, that is, S3. In this

sense, the force due to the surface tension is scaled by S1, the electrostatic force by

S2 and the gravitational force by S4, i.e., the gravitational force is reduced by S4 =

(1/1000)4 = 1/1.000.000.000.000, i.e., by a factor of one trillion (TRIMMER; STROUD,

2006). Consequently, changes in the dimensions of a physical system result in changes

of the forces applied on this system. For this reason, the flow structure present in

micronozzles is expected to be different from the one observed in macronozzles.
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1.3 Previous Work

Microelectromechanical systems have been considered as an emerging technology

with significant potential for future growth (HO; TAI, 1998; HO; TAI, 1996; O’CONNOR,

1992). Microactuators, microrefrigerators, microgenerators, micropumps, and mi-

cronozzles, examples of miniaturized devices, have become important because of

their applications to medical and engineering problems (GAD-EL-HAK, 1999; KARNI-

ADAKIS et al., 2005; SEN et al., 1996; TITOV et al., 2007). In spite of the growing number

of successful applications of MEMS in scientific and engineering devices, nowadays

there is only a minimum level of understanding related to the fluid dynamics and

heat transfer processes in fluidic MEMS.

According to the current literature, several experimental and numerical studies re-

lated to macro- and micronozzles have been performed in order to investigate the

influence of certain physical processes on the behavior of such devices. These stud-

ies have focused on, among other aspects, the micronozzle performance (BAYT et

al., 1997; BAYT; BREUER, 2001a; BAYT; BREUER, 2001b; LIU et al., 2006), Reynolds

number influence (KETSDEVER et al., 2005), effects of 2D versus 3D micronozzle ge-

ometries (ALEXEENKO et al., 2002a; ALEXEENKO et al., 2002c; MENZIES et al., 2002),

behavior of continuum versus high rarefaction regimes (LIU et al., 2006; MO et al.,

2006; TITOV et al., 2005; XIE, 2007), gas-surface interaction effects (BUONI et al., 2001;

YANG; WEI, 2006), temperature influence (ALEXEENKO et al., 2002b; ALEXEENKO et

al., 2005; JONES; MATTICK, 2003; WANG; LI, 2004a), geometric effects (CHEN et al.,

2005; CHOUDHURI et al., 2001; HAO et al., 2005) and performance of propulsive sys-

tems with micronozzles arranged in array patterns (HORISAWA et al., 2009). For the

purpose of this review, only some relevant studies are described below.

Based on a continuum approach, Sivells (1955) proposed a method to design two-

dimensional supersonic nozzles with continuous surface curvature, e.g., De Laval

nozzle (SHAPIRO, 1954). By assuming an ideal fluid flow, this method estimates the

nozzle length. Then, by correcting this assumption, the nozzle profile is obtained by

taking into account the effects of the boundary layer growth. The aim of these results

was to supply data for practical configuration of wind tunnels with flexible plates,

which were adjusted by discrete points. Then, in order to improve the accuracy of

this matching, the method required even a continuous third derivative8 through the

8The radius of curvature of a function depends on the second derivative of this same function.
In this sense, the rate of change of this curvature depends on the third derivative.
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inflection point in the divergent part.

Also based on a continuum approach, Back et al. (1965) and Manson et al. (1980)

performed experiments with macronozzles of conical and rectangular cross-section,

respectively. Both studies showed that the surface radius of curvature at the throat

must be at least twice the throat size in order to maximize the mass flux efficiency,

i.e., to maximize the discharge coefficient. Thereby, they observed that the transonic

region is influenced by the throat radius of curvature.

Epstein et al. (1997) sketched the state of the art related to thermal microsys-

tems, e.g., gas microturbines and bipropellant microengines. They described several

advantages provided by the use of MEMS. Finally, they emphasized key points to

apply this technology, e.g., the magnitude of the forces involved, characteristic times

in chemical reactions, thermal and mechanical properties of the raw materials and

limitations in the manufacturing processes.

Bayt and Breuer (2001a) have fabricated a micronozzle integrated with a heat ex-

changer, i.e., a microresistojet. Silicon was used to fabricate both structural and

electrical items, such a scheme simplified the integration of the devices. They ob-

served that the increase in the flow energy due to heat exchange reduced the mass

flow required for a same level of thrust. In short, such an energy exchange contributed

to save fuel.

The performance of a micronozzle was also studied by Bayt and Breuer (2001b). The

efficiency was experimentally evaluated by the discharge coefficient, thrust, specific

impulse Isp and impulse efficiency Ψ, defined by the Equation 1.4. The displacement

and momentum thickness were also calculated numerically for several Reynolds num-

bers. In this situation, the aim was to estimate the influence of the viscous effects,

which reduce the effective exit area. Then, it was suggested to maximize the ratio

between the micronozzle transversal dimension (depth) to the micronozzle exit di-

mension in order to reduce the influence of the boundary layer developed on the

plane surfaces, i.e., the not contoured surfaces.

Ψ =
Ispreal
Ispideal

(1.4)

Hitt et al. (2001) have described the progress of some space agencies in the design of

micropropulsive systems. They mentioned briefly advantages and disadvantages of
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different propellants for such systems. Moreover, they presented characteristics and

constructive data of a MEMS-based micropropulsive system via catalyzed hydrogen

peroxide decomposition.

Alexeenko et al. (2002a) have studied numerically the performance of axisymmet-

ric and three-dimensional micronozzles with rectangular cross-section by using con-

tinuum and kinetic approaches. Effects of the gas-surface interactions on the flow

structure were investigated by a statistical model. The simulations showed that the

distribution of the macroscopic properties is highly dependent on the dimensionality

of the micronozzle flow simulation. Moreover, the impact of the gas-surface interac-

tions on thrust level was investigated for axisymmetric, two- and three-dimensional

micronozzles. For the conditions examined, they observed that the gas-surface in-

teractions present in the three-dimensional case reduce the thrust level by approxi-

mately 5% and 20% in comparison to the axisymmetric and two-dimensional cases,

respectively. Therefore, the prediction of three-dimensional micronozzle flows by

using a two-dimensional approach may lead to significant errors. Finally, three-

dimensional numerical results obtained for Re ≈ 200 showed good agreement with

experimental data.

Titov et al. (2008) have simulated a three-dimensional micronozzle flow with stagna-

tion pressure of the order of 5 atm and Reynolds numbers varying from 200 to 2000.

In such a level of pressure, the standard statistical methods commonly applied to de-

scribe microflows become inefficient due to the excessive computational cost. On the

other hand, the continuum approach is not adequate to predict flows with the high

rarefaction conditions observed in the micronozzle exit. Hence, in order to overcome

the difficulties due to different spatial scales and the high viscous effects present in

the flow, they proposed a modified statistical method based on the kinetic approach.

However, the level of agreement between numerical and experimental results varied

with the geometry and boundary conditions of the micronozzle.

Recently, Horisawa et al. (2009) performed numerical studies in micronozzles with

rectangular cross-sections. The behavior was investigated for two conditions, single

and array patterns, as demonstrated in Figure 1.8. Simulations for a single micronoz-

zle showed good agreement with experimental data. Finally, the numerical results for

the array fashion demonstrated a representative increase in the system performance

as well as considerable changes on the external flow structure.
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Figure 1.8 - Comparison of micronozzle arrangements: single versus array pattern.

SOURCE: Horisawa et al. (2009).

1.4 Purpose of the Present Work

According to the relevant literature, most studies have investigated the micronozzle

performance for different length scales and flow conditions. However, these investi-

gations have not focused on the influence of the surface curvature on the micronozzle

flow structure. In macronozzles, it is know that discontinuities on the surface affect

the system performance due to the arising of shock waves inside the devices. Further-

more, it has been observed that the Mach number distribution along the centerline

is related to the wall curvature (FROST; LIEPMAN, 1952; RAO, 1961; SIVELLS, 1955).

From a geometric point of view, the divergent micronozzle part can be divided

into two regions: a convex region from the throat to the inflection point, where the

nozzle surface is gradually curved away from the symmetry plane, and a concave

region from the inflection point to the nozzle lip, where the surface is curved back

until it is nearly parallel to the symmetry plane. The Figure 1.9 shows a schematic

drawing of the micronozzle divergent part.

In this fashion, the present study aims to investigate the effect of the slope and

curvature of the divergent surface on the flow structure, aerodynamic properties as

well as on the micronozzle performance. The flow structure is understood as the

distribution of the primary properties, e.g., velocity, density, pressure and tempera-

ture, in the whole flowfield. The aerodynamic properties are defined as the heat flux

to and the normal and tangential forces acting on the surface. Such properties are

usually expressed in terms of heat transfer, pressure and skin friction coefficients,

13



respectively. Finally, the micronozzle performance is expressed by the thrust and/or

the specific impulse.

Figure 1.9 - Schematic drawing of the micronozzle divergent section.

Two functions fd1 and fd2 are defined to represent the surface shape in the regions

d1 and d2, respectively. In this connection, f ′d1 and f ′d2 (first derivative of fd1 and

fd2) represent a local slope for the respective surface. Similarly, f ′′d1 and f ′′d2 (second

derivatives) are related to the local radius of curvature. Therefore, the goal of this

study is objectively to provide a comprehensive description of the micronozzle flow

by considering different situations at the inflection point, as defined in Table 1.2.

In order to obtain further insight into the physics of micronozzle flows, a numerical

simulation of a rarefied flow in a convergent-divergent micronozzle, with rectangu-

lar cross-section, is performed in the present work. Such a device is considered as

part of a micronozzle array. The inlet and outlet boundary conditions are based

on pre-defined values of pressure. In general, the performance of propulsive systems

is highly dependent on the aerodynamic design of the divergent nozzle portion. In

this scenario, for a defined area ratio, the influence of different divergent shapes on

the flowfield structure is investigated by employing the Direct Simulation Monte

Carlo (DSMC) method. Such an information has primordial importance in the de-

sign and development of micronozzles, which can be implemented in small satellite

propulsive systems.

The remainder of the present dissertation is discussed in detail into six more chapters.
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Table 1.2 - Proposed geometric configurations for the micronozzle divergent surface.

Case Condition at the Inflection Point

Group Number fd2/fd1 f ′d2/f
′
d1

|f ′′d2 |/|f
′′
d1
|

1 1

A 2 1 1 >1

3 <1

1 1

B 2 1 >1 >1

3 <1

1 1

C 2 1 <1 >1

3 <1

In order to guide the reader, an overview of each chapter is provided as following.

Chapter 2: Initially, historical data about MEMS is provided in this chapter. Af-

terwards, it is discussed physical aspects that classify a microflow and then

the concepts of different flow models are introduced.

Chapter 3: A detailed description of the appropriate DSMC method is presented

in this chapter. Particular attention is paid on the DSMC methodology,

elastic and inelastic collisions, molecular models, collision sampling and

boundary conditions.

Chapter 4: The geometric definitions, boundary conditions as well as all important

assumptions adopted in the computational procedures are pointed out in

this chapter.

Chapter 5: This chapter is devoted to outline the verification and validation pro-

cesses of the DSMC code employed in the present simulations. The verifica-

tion procedure is applied to one of the cases proposed in this dissertation.

On the other hand, the validation process is applied to a test case defined

by a convergent-divergent micronozzle that has experimental and numeri-

cal results.

Chapter 6: The major features of the numerical solutions obtained in the simu-

lations are presented and discussed in this chapter. These results are ex-
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pressed in terms of the primary properties, aerodynamic coefficients and

normalized specific impulse.

Chapter 7: The last chapter outlines the main results and conclusions drawn in

this research. Finally, further investigations are proposed as future work

in order to clarify open question that should be included on the present

dissertation.
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2 FLUID FLOW PHYSICAL ASPECTS

2.1 Microflow General Issues

The early studies on rarefied gas flows were developed at the beginning of the last

century. At that time, experimental researches were performed on the mass flow

rate of a gas in tiny tubes (KNUDSEN, 1909) and on the drag of small spheres in

the air (KNUDSEN; WEBER, 1911; MILLIKAN, 1911; MILLIKAN, 1923), i.e., low speed

microscale flows. Later, due to the requirements of the aerospace exploration, the

studies on rarefied gas flows focused on hypersonic flows around bodies. Finally, at

the end of the last century, the interest in microflows returned. However, after a

century, the motivation in microflow research has changed from a basic science issue

to engineering and scientific applications with high potential for worldwide market.

According to Gad-el-Hak (2006b), the global funding for micro- and nanotechnolo-

gies have quintupled from 1997 to 2002, and in 2004 the nanotechnology investments

exceeded US$ 3.5 billion. For the next decade, it is estimated that micro- and nano-

technology markets will represent around US$ 820 billion per year in the worldwide

economy.

The MEMS technology is moving faster than a complete comprehension of the mi-

croscale phenomena. In this sense, the recent interest in MEMS technology demands

a better understanding of the physical processes present in microscale devices. The

challenges present in microflow studies are related to high rarefaction effects, viscous

dissipation, compressibility, molecular processes and thermal creep1, among others.

In MEMS, for instance in micronozzles, the gas density may change several orders

of magnitude. Therefore, the complexity required to model such flows increases due

to the presence of different flow regimes.

From the experimental branch in MEMS, several questions have been pointed out

when its results cannot be predicted or explained by conventional continuum ap-

proach. Besides, many MEMS concepts cannot be appropriately tested because of

the lack of facilities capable of measuring very small values of the physical quanti-

ties. The current spatial sensor resolutions are not sufficient to describe completely

a microflow. Spatial resolutions smaller than 100 µm are normally obtained by more

expensive and complex systems. In short, under laboratory conditions it is a difficult

1Thermal creep is a microscale phenomenon that can cause pressure variations along microtubes
with tangential temperature gradients.
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and expensive task to carry out reliable microflow researches. In order to overcome

these difficulties, some appropriate analytical and numerical methods may be em-

ployed to solve microflow problems, which are typically within the transitional flow

regime. The correct choice of a specific method or model will depend on the rarefac-

tion degree, complexity and characteristics of the flow.

2.2 Flow Classification

The flow is usually characterized by an amount of dimensionless parameters, in

which each one of them has its own physical meaning. In the case of MEMS, with-

out significant heat exchange between the gas flow and the solid surfaces, e.g., the

cold gas micronozzles, the main parameters are the Mach number M , the Reynolds

number Re, and the Knudsen number Kn.

The Mach number is expressed by the ratio of the local macroscopic flow speed V

to the local sound speed a. The sound speed is the speed at which a small pressure

disturbance, in a wave form, propagates through a compressible medium. According

to the conservation equations, for a steady and isentropic process, the wave prop-

agation phenomenon depends on the local rate of change of the pressure p with

respect to the density ρ. If the medium is assumed as a calorically perfect gas, the

sound speed can be expressed in terms of the thermodynamic temperature T , i.e,

in terms of the translational and internal molecular excitation. Therefore, from a

continuum point of view, the disturbance propagates due to the elastic nature of

the fluid. In contrast, from a molecular point of view, the disturbance is propagated

by random intermolecular collisions that perform momentum exchange. The present

discussion is summarized by Equation 2.1, where γ is the ratio of specific heats, k

is the constant of Boltzmann and m is the molecular mass.

M =
V

a
=

V√
(∂p/∂ρ)s

=
V√

γkT/m
(2.1)

The Mach number physical meaning can be understood as a dynamic measure be-

tween the inertial and compressibility forces, or also as a measure of the directed

motion of the molecules compared to the random thermal motion of the molecules.

It is worthwhile to observe that the square of the Mach number, called Cauchy num-

ber, is related to the ratio of the kinetic energy to the thermal energy. As a result,

at very small Mach numbers, the flow speed is considerably smaller than the sound

speed and hence the inertial forces are not capable to perform a significant density
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variation. In such a case, the compressibility effects are negligible and the flow may

be considered as incompressible (4ρ = 0). Generally, a flow is considered as com-

pressible if the local fractional change in density is too large to be ignored, namely,

4ρ/ρ ≥ 0.05. Moreover, the typical cutoff Mach number separating incompressible

and compressible isothermal flows is M = 0.3. Under such a Mach number value,

it can be mathematically proved that pressure change errors provided by assum-

ing a constant density are around 3% (SAAD, 1993). It must be emphasized that a

small Mach number is a sufficient criterion for incompressibility only in the absence

of other physical process, such as an intense heat transfer, which can cause strong

density changes. Finally, the Mach number also classifies the flow regime in terms of

the fluid flow energy. As a rule of thumb, for M < 1.0 the flow is subsonic, M = 1.0

the flow is sonic, 0.8 < M < 1.4 the flow is transonic, 1.0 < M < 5.0 the flow is

supersonic and for M > 5.0 the flow is hypersonic.

The Reynolds number Re is the dimensionless parameter that classifies the flow as ei-

ther laminar or turbulent. This number is a measure of the ratio between the inertial

and viscous forces present in the flow. The laminar flow occurs for small Re values.

In a limit case with Re << 1, the viscous forces are predominant in the flow prob-

lem and then the inertial effects may be neglected. In a laminar flow, adjacent fluid

layers move smoothly towards each other in the streamwise direction. On the other

hand, if Re >> 1, the inertial forces overcome the viscous forces. As a result, flow

disturbances may not be damped effectively by the viscous forces. This process may

develop random eddies and a complex flow behavior. Such a regime is called by

turbulent flow. Depending on the flow, a transitional regime may develop. It is im-

portant to note that this transitional regime – laminar to turbulent – has a different

physical meaning in comparison to the transitional flow regime in the rarefied con-

text. Additionally, another possible classification according to the viscosity influence

is expressed in terms of viscous and inviscid flows. Equation 2.2 defines the Reynolds

number, where L is a characteristic length in the flow and µ is the dynamic viscosity.

Re =
ρ V L

µ
(2.2)

As aforementioned, the Knudsen number definition in Equation 1.1 establishes it

as the ratio of the mean free path to a characteristic length in the flow. As briefly

discussed in the Section 1.2, the Knudsen number describes the rarefaction degree

of a flow, and according to the local value of Kn the flow can present different
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physical behaviors. Depending on this dimensionless parameter, the flow regime may

be basically classified as continuum, slip, transitional or free molecular. Thus, based

on the Knudsen number, it is possible to define the appropriate approach to model

the problem. Figure 2.1 summarizes schematically the present flow classification in

terms of the Knudsen, Reynolds and Mach numbers.

Figure 2.1 - Flow classification in terms of dimensionless parameters.

Another very important information characterized by the Kn value is the degree of

thermodynamic equilibrium in a flow. In order to predict the failure of the thermody-

namic equilibrium and continuum assumptions, several breakdown parameters were

proposed (BIRD, 1970; BIRD, 1980; BIRD, 2002; BOYD, 1995; GEORGE; BOYD, 1999;

WANG; BOYD, 2003). Since the failure of these assumptions is related to viscosity

and heat transfer, the breakdown parameter is essentially dependent on the local

Knudsen numbers based on velocity, density and temperature. Roughly speaking, a

large breakdown parameter indicates a large nonequilibrium degree. In general, the

assumption of thermodynamic equilibrium in a flow with a local Kn=0.05 provides

errors of approximately 5% (BOYD, 2002). Some physical explanations for such er-

rors are that, under high rarefaction degree, the intermolecular collision frequency
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is not sufficient to ensure a local isotropic phase space of velocities. In addition, the

number of molecules per unit volume within infinitesimal fluid elements, used in

continuum descriptions, may differ considerably from the average.

2.3 Flow Modeling

In the fluid mechanics field, the fluid can be modeled based on two points of view:

(1) as the matter is really composed, a molecular arrangement, or (2) as a continuum

medium where the matter is assumed continuously and infinitely divisible. The first

method, called as microscopic or molecular model, describes the fluid as consisting

of molecules whose motion is governed by the laws of dynamics. The molecular treat-

ment can be performed by two schemes: (i) the deterministic or (ii) the probabilistic.

On the other hand, the continuum model describes the flow in terms of temporal

and spatial changes of the macroscopic properties. Under specific assumptions, this

approach employs the conservation of mass, momentum and energy to provide a set

of nonlinear partial equations that govern the flow. In Figure 2.2, a general fluid

modeling chart is depicted. The relation between these models is discussed in the

following.

Figure 2.2 - Flow modeling classification.

SOURCE: Adapted from Gad-el-Hak (2006a).

In the continuum model, the molecular nature of the fluid is not considered. For
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meaningful results, the local macroscopic quantities, e.g., velocity, density, pressure

or temperature, are defined as averages over fluid elements that must be sufficiently

small when compared with the smallest significant macroscopic length in the flow

but sufficiently large to contain a representative number of molecules. These require-

ments allow the use of differential and integral calculus to describe the flow and to

assure that the statistical fluctuation level in the assumption of a local average pro-

cess is small. Probably due to the analytical resources, this model is more familiar

than the molecular approach to most fluid dynamicists.

In such a continuum treatment, the fluid properties are the dependent variables

while the spatial coordinates and time are the independent ones. However, only the

conceptual equations for the conservation of mass, momentum and energy do not

form a closed set of equations. Consequently, some additional relations between the

unknown functions must be assumed to establish a closed system. In the continuum

approach, this situation is overcome by assuming constitutive relations for the fluid

nature. For instance, when the flow is in thermodynamic equilibrium or near to it,

i.e., under a very small Kn condition, the shear stress is assumed linearly propor-

tional to the strain rate (a Newtonian fluid) as well as the heat flux linearly propor-

tional to the temperature gradient (Fourier’s Law). Based on the former constitutive

relation, the well known Navier-Stokes equations for linear momentum conservation

are obtained. Nevertheless, within the expression Navier-Stokes equations the con-

servation equation of mass and energy are commonly included.

In the limit of zero Knudsen number, the transport phenomena that occur by mole-

cular processes may be neglected by assuming an inviscid and nonconducting fluid.

Therefore, the transport terms in Navier-Stokes equations vanishes. In such a case,

one defines the Euler equations that, for an incompressible flow, can be further in-

tegrated along a streamline to result in the Bernoulli equation. The last formulation

provides a straight relation between pressure and velocity.

When the flow deviates from thermodynamic equilibrium, e.g., in the transitional

flow regime, the constitutive relations used to derive the Navier-Stokes equations

must be updated to take into account rarefaction and nonlinear effects. Conse-

quently, additional high-order nonlinear terms are required in the stress tensor and

heat flux vector. In this connection, each extra term represents an order of departure

from the thermal equilibrium. The second-order approximation of these transport

terms yields the Burnett equations (BURNETT, 1935), whose interest has grown
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over the years in despite of the many analytical and numerical difficulties associ-

ated with these equations (CHAPMAN; COWLING, 1970; FISCKO; CHAPMAN, 1988;

ZHONG, 1991; WELDER et al., 1993; COMEAUX et al., 1995; BALAKRISHNAN; AGAR-

WAL, 1996). Since Burnett equations contain derivatives higher than second-order,

additional boundary conditions are required to determine an unique solution, and

then such a result can be dependent on the selected boundary values (LEE, 1994).

Moreover, the conventional Burnett equations may violate the Second Law of Ther-

modynamics at high Knudsen numbers (COMEAUX et al., 1995). Finally, Agarwal

(2006) presented an overview of Burnett equations and its variations in addition to

results of numerical simulations for hypersonic and microdevice flows.

Continuum treatment should be applied as long as the flow does not deviate signif-

icantly from thermal equilibrium. As the nonequilibrium degree increases, deriving

the required constitutive relations becomes an increasingly complex and time con-

suming mathematical and numerical enterprise. In this scenario, the alternative is

to invoke a molecular-based model, which recognizes the fluid structure as a myr-

iad of discrete particles2 and ideally determines position, velocity and thermal state

of every particle at all times. Since there is a representative number of particles

within the smallest significant fluid volume, the local macroscopic quantities can be

obtained by averaging processes from the discrete molecular information.

In molecular models, the microscopic processes performed by particles, for instance,

motion, collision, energy exchange, are described by laws of classical or quantum

mechanics. The main deterministic molecular treatment, called Molecular Dyna-

mics (MD) method (ALDER; WAINWRIGHT, 1957; ALDER; WAINWRIGHT, 1958), con-

siders the motion and molecular interactions deterministically, although it does use

probabilistic procedures for the initial molecular positions and states. After the mo-

tion, collisions are considered if different molecule volumes overlap one another. The

MD method is more suitable to study liquids or dense gases near the critical point.

Due to the high computational requirement, such an approach should be employed

when continuum or molecular statistical methods are inadequate.

From a classical point of view, a flow can be completely described by determining

the coordinates, velocities and internal state of each molecule at a particular time.

However, even in a small fluid portion, the number of molecules is so large that indi-

2The expression particles, in the present context, may represent molecules, atoms, ions and
electrons.
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vidual treatment (e.g., by Newton’s laws) would be impossible. Therefore, in order

to specify the molecular information, a statistical approach must be employed. This

description is expressed in terms of distribution functions, namely, f = f(r, c, t).

Such a function provides the number of molecules within a particular infinitesimal

range of time t, position r and thermal state3, i.e., within an infinitesimal element

of the phase space4.

As presented in Equation 2.3, the Boltzmann equation describes the time evolution

of the velocity distribution function for a single system of particles. This is an integro-

differential conservation equation for f and represents a fundamental formulation in

kinetic theory. (
∂

∂t
+ c · ∂

∂r
+ a · ∂

∂c

)
f(r, c, t) =

(
∂f

∂t

)
coll

(2.3)

Basically, it states that the rate of change of the number of molecules in a fixed

phase space element may be caused by the following process: (i) the convection of

molecules across the physical space volume element due to the molecular motion;

(ii) the change of the velocity class of the molecules – molecules that cross the velocity

space element – as a result of an external force F per massm unity, namely, a = F/m;

and (iii) the depletion and replenishment of molecules within the velocity space

elements due to intermolecular interactions. The latter process is described by a

nonlinear integral, called collision integral, which is the major source of mathematical

difficulties.

In such an equation, the velocity distribution function is the unique dependent

variable. However, the independent variables increase according to the number of

physical variables on which the thermal state depends. As aforementioned, in a

monatomic gas flow, these variables are the time, three spatial coordinates and three

molecular velocity components, i.e., seven independent variables in a six-dimensional

phase space. In order to construct a specific solution to the Boltzmann equation,

all physical process, initial and boundary conditions, must be specified in terms of

their relations with the velocity distribution function. Finally, when the local velo-

city distribution function f(c) of a given flow is known, the macroscopic quantities

concerned in fluid dynamics can be computed by finding moments of the probability

3Here, it is assumed a monatomic gas whose thermal state is uniquely defined by the transla-
tional mode, i.e., by the molecular velocity vector c.

4Similarly the continuum mathematical treatment, the range of variables considered in such
an element must be sufficiently small, so that the range of the distribution function within this
element is small. Therefore, this element may be referred as a point in the phase space.
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distribution function f/n. These values are obtained by multiplying f/n by a certain

function of the molecular velocity, Q = Q(c), and then taking the integral over the

appropriate velocity space.

In the Boltzmann equation derivation, a number of important assumption are

made: (i) the fluid must be a dilute gas5 so that only binary collisions are considered;

(ii) the effects of external forces on the collision process are small in comparison to

the intermolecular forces acting between these particles; (iii) the molecular chaos,

i.e., at any position and time the velocities of two different particles are uncorrelated;

and (iv) the distribution function is essentially constant along a distance comparable

to the molecular diameter d and over a time comparable to the duration of a colli-

sion (KOGAN, 1969; VINCENTI; KRUGER, 1965). Additionally, some arguments, e.g.,

the inverse collisions6, must be established to facilitate the handling of the collision

integral. Basically, this argument allows to express the post-collision velocities in

terms of the initial velocity parameters.

The Boltzmann equation is formally defined through the derivation from the Liou-

ville equation. The latter describes the motion of a gas, consisting of a sufficiently

large number N of particles, in a 6N -dimensional phase space, where 3N parti-

cle coordinates and 3N velocity components are expressed. By applying repeated

integration of the Liouville equation, a hierarchy (a sequence) of relations, called

BBGKY equations (Bogolyubov-Born-Green-Kirkwood-Yvon) (KOGAN, 1969) are

obtained. In essence, such general equations may take into account triple and multi-

ple collisions, and then hold important principles for the description of dense gases.

The conservation equations of mass, momentum and energy can be established by

applying the moment of the Boltzmann equation, the so-called moment equations or

equations of transfer. For a gas flow in complete equilibrium, i.e., with all zero gradi-

ents (Kn→ 0), the velocity distribution function holds everywhere the Maxwellian

form f0. Similarly, if a specific region in the flow holds sufficiently small gradients, it is

still reasonable to consider a local equilibrium. Based on these two assumptions, the

5When the mean molecular spacing δ is large compared with the effective molecular diame-
ter d, namely δ/d � 1. In such a case, only a minor fraction of the space occupied by the gas
holds a molecule. Then, molecules will travel, in most time, without influence of other molecules.
For example, for air under standard conditions, the relation of microscopic distances results in
λ : δ : d ≈ 170 : 10 : 1.

6By definition, the inverse of a given (original) collision is a collision that have (i) initial velocities
equal to the post-velocities of the original collision and (ii) the same direction of the line center
(VINCENTI; KRUGER, 1965). See also Section 3.3.1.
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Euler and Navier-Stokes equations can be obtained by employing the moment equa-

tions, respectively. An alternative approach is embodied in the Chapman-Enskog

theory for the transport terms. In this case, the Boltzmann equation is solved by

assuming the velocity distribution function f as a small perturbation of the equili-

brium condition, as follows in Equation 2.4.

f = f (0) + εf (1) + ε2f (2) + · · · (2.4)

In this equation, the term f (0) represents the Maxwellian distribution f0, ε is a

parameter that provides a measure of the Knudsen number, i.e., ε = ε(Kn), εf (1) is

the first-order correction term of f , ε2f (2) is the second-order correction term and

so on. Since in a perturbation technique the higher order term is a correction of the

lower one, particular attention should be paid to the fact that such an approach is

valid only for small values of Kn, that is, for small departures from the equilibrium

state. Finally, the approximations of zeroth order (f = f0), first-order (f = f (0) +

εf (1)) and second-order (f = f (0) + εf (1) + ε2f (2)) yield the constitutive relations

defined in the Euler, Navier-Stokes and Burnett equations, respectively. Figure 2.3

presents the limits of typical mathematical formulations expressed in terms of the

local Knudsen number.

Figure 2.3 - The Knudsen number limits on the mathematical models and flow regimes.

At this point it is clear that, at least for small Knudsen numbers, the molecular

statistical approach is able to match with the continuum models. However, due to

mathematical difficulties, analytical solutions of the Boltzmann equation are possible

only for a restrict range of simple flow cases. In this connection, in spite of this ana-
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lytical classification, the final results of the Boltzmann equation generally depend on

numerical calculations, and exact solutions are even more rare. In order to overcome

these limitations, instead of pursing analytical solutions to such a complex mathe-

matical model, numerical methods attempt to reproduce the flow physics by direct

simulation. Since such direct simulation methods share with considerable rigor the

most physical basis and assumptions used in Boltzmann equation, they can be con-

sidered a solution of this equation. In this context, from a molecular approach, the

following numerical methods may be employed for (i) direct solution: direct Boltz-

mann CFD (Computational Fluid Dynamics) (NORDSIECK; HYCKS, 1967; YEN, 1970;

TAN et al., 1989), integral method (KOGAN, 1969), discrete velocity method (BROAD-

WELL, 1964; GATINOL, 1970); or for (ii) direct simulation (of the flow physics): test

particle Monte Carlo (HAVILAND; LAVIN, 1962; HAVILAND, 1965; KOGAN, 1969), lat-

tice Boltzmann (AGARWAL; YUN, 2006; CHEN; DOOLEN, 1998) and direct simulation

Monte Carlo (DSMC) (BIRD, 1976; BIRD, 1994).

Finally, for the purpose of the present work, only the DSMC method will be explained

in the following.
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3 DIRECT SIMULATION MONTE CARLO METHOD

3.1 Overview

The Direct Simulation Monte Carlo1 (DSMC) method is a particle direct simulation

technique based on the kinetic theory of gases. This method was first proposed

and applied by Bird (1963) to investigate homogeneous gas relaxation and shock

wave structure (BIRD, 1965) problems. Subsequently, this method was improved to

study complex multidimensional problems in the fields of gas dynamics and physical-

chemistry (BIRD, 1976; BIRD, 1994). Currently, several reviews of DMSC method are

available (BIRD, 1978; BIRD, 1998; BIRD, 2001; CHENG, 1993; CHENG; EMMANUEL,

1995; MUNTZ, 1989; ORAN et al., 1998; PRASANTH; KAKKASSERY, 2006).

In essence, both DSMC and Boltzmann equation are based on the same physical ba-

sis. They are subject to the same limitations, namely, the assumption of molecular

chaos and the restriction to dilute gases. In the treatment of molecular interactions,

both approaches demand the introduction of physical models. However, as DSMC

deals with particles individually, the implementation of realistic models into direct

simulation environment is easier than their development by mathematical formula-

tion. The key difference between DSMC and Boltzmann equation solver is that the

former method does not depend on the existence of inverse collisions (BIRD, 1994).

As a result, the applicability of this method have now gone beyond the range of

validity of the Boltzmann equation.

The DSMC method has become the most common computational technique for

modeling complex transitional flows of engineering interest. This method can be

applied to a wide range of rarefied flows within regimes that neither Navier-Stokes

nor collisionless Boltzmann2 equations are appropriate. In the past 50 years, DSMC

results have been validated through comparisons with analytical and experimental

data in excellent agreement (BIRD, 1990; HARVEY, 1986; HARVEY; GALLIS, 2000;

HARVEY; GALLIS, 2003; HOLDEN; WADHAMS, 2003; PHAM-VAN-DIEP; MUNTZ, 1989).

In spite of the early DSMC applications were performed on hypersonic and high

altitude problems, the recent studies on rarefied flows are beyond the aerospace sci-

1According to Hammersley and Handscomb (1964), Monte Carlo methods comprise that branch
of experimental mathematics that concerns with experiments on random numbers.

2Collisionless Boltzmann equation is a particular case of the original formulation. When the
Knudsen number tends to infinity the intermolecular interactions can be neglected . As a result,
the collision integral drops out the equation, providing tremendous simplifications (NARASHIMA,
1962).
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ence. Among other applications are the aforementioned microscale gas flows and the

design and processing of materials, e.g., low-pressure simulations on CVD (Chemical

Vapor Deposition) and PVD (Physical Vapor Deposition) processes.

The present direct simulation method takes advantage of the fact that physical

processes are described by the behavior of individual molecules instead of using dis-

tribution functions. Such an approach provides, without considerable changes in the

basic procedures, the following advantages: simple treatment of complex geometries;

easy extension of one-dimensional problems to two- and three-dimensional ones; the

existence, uniqueness, convergence and stability issues are irrelevant because of the

physical basis of the method; possibility for parallel computing; and applicability of

different suitable models to treat surface and intermolecular interactions, including

models that concern with internal degrees of freedom and chemical reactions. In this

context, many complex physical phenomena can be studied with DSMC, for instance,

mixture of chemical species, relaxation of internal energy modes, chemical reactions,

such as dissociation and recombination, ionization, radiation, multiple collisions and

gas-surface interactions such as absorption, surface reactions and desorption.

In order to reduce computational cost, the idea of this particle simulation method

is to restrict the number of simulated particles to a manageable level since it is

impossible to simulate all real molecules in a flow. In this sense, the DSMC method

models real gas flows as a collection of simulated particles of correct physical size

where each simulated particle represents a specific number of real molecules. Each

particle holds its own position, velocity components and internal states that are

stored and modified with time as these particles move or interact with each other

or physical boundaries within the computational domain.

Subject to the hypothesis of dilute gas, the key principle of the DSMC method is to

split, for a given interval of time, the continuous process of molecular motion and

interactions into two subsequent stages: free molecular movement and molecular col-

lision relaxation. Molecules are moved deterministically over distances appropriate

to their velocities and the chosen discrete time step, while collisions have a statistical

treatment. A computational grid of cells is applied to represent the physical domain

to be studied. These cells are employed to simulate collisions and to sample the local

microscopic quantities. In the collision procedure, only interactions between parti-

cles located within the same cell are allowed at a given time step. Since molecular

chaos is assumed, the changes in the distribution function are supposed to be small

30



within the cell. As a result, the relative distance between particles is not taken into

account when they collide.

In this scenario, the method requires a cell size smaller than the local mean free path,

namely λ/3, in order to avoid a nonphysical transfer of momentum and energy. This

requirement is even more severe in the direction of strong gradients. Additionally,

the cell size must assure that changes of the flow quantities within every cell are

small in order to provided a suitable resolution in the average process. For these

different reasons, the sampling and collision grids could be different and sometimes

a coarse sampling grid can be used3.

Another primary requirement in DSMC is related to the time discretization. As

mentioned, the particle motion and intermolecular collisions are decoupled over dis-

crete time steps that can represent the real time. In order to be consistent with this

uncoupling, the time step must be everywhere smaller than the local mean collision

time. Another requirement is related to the mean residence time4, which must be

smaller than the time step. This condition aims to avoid that particles cross more

than one cell during a given time step. In this fashion, they will not be able to move

without the possibility of collisions. The infringement of such a requirement causes

a smearing of the macroscopic properties, providing nonphysical results.

An additional DSMC requirement concerns to the minimum number of simulated

particles per cell. As noted before, this method employs a cell scheme for the sam-

pling of microscopic properties and for the collision procedures. In this way, N should

be large enough to avoid statistical fluctuations in the sampling process. Since the

collision rate depends on the number N of simulated particles within the cell, then

it is desirable to have N as large as possible. In this manner, the collision rate would

be more more realistic, and the mean collision separation5 δmcs would be reduced,

which minimizes the smearing of gradients. On the other hand, as N increases, the

number of possible collision pairs selected for the collision process becomes excessive.

In such a way, it is desirable to have N as small as possible in order to reduce the

computational cost. This conflict can be overcome by introducing the subcell scheme

3For instance, in a given region of the flow with both very small λ and macroscopic gradients.
4The mean time that particles take to cross a given cell. Evidently, this time depend on the

local molecular velocities and cell sizes.
5The mean distance between particles involved in a collision event. Since particle positions are

ignored, this distance and cell size may have the same order. Hence, one of the criteria for consistent
DSMC results is that δmcs/λ << 1 everywhere.
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(BIRD, 1987) that consists in subdividing the collision cell into a set of subcells for

the selection of collision pairs. This implementation improves the results and method

consistency because it assures that collisions occur only with neighboring particles.

Moreover, this technique minimizes the nonconservation of angular momentum in

each collision (MEIBURG, 1986), although the total angular momentum within a cell

is almost conserved if cell size requirements are met (BIRD, 1987; NAMBU et al., 1988).

Finally, subject to these requirements, research study results have shown that each

cell must contain around 20 to 30 particles (SHU et al., 2005).

At this point, it is clear that DSMC simulations provide improved results as time

step and cell size tends to zero as well as the number of simulated particles tends to

infinity. However, excessive number of simulated particles or temporal and spatial

discretization should be avoided in order to attain a high DSMC performance.

In direct simulations, the initial and boundary conditions are expressed in terms

of the individual molecular behavior instead of distribution functions. Initially, an

arbitrary state of the flow, such as vacuum or uniform equilibrium, is set. At the

inlet boundaries, the state of entering molecules is specified according to the cor-

respondent local macroscopic state. As molecules interact with solid boundaries an

appropriate treatment is employed. Consequently, from an initial configuration, the

flow develops with time in a natural manner instead from an artificial iteration

process based on initial and final estimations of the flowfield.

The present method employs an explicit time marching technique and, essentially,

its results are always nonstationary. In order to study unsteady flows, an ensemble6

of independent simulations may be computed and averaged to establish final results.

Results for steady problems correspond to an unique unsteady problem sampled for

sufficiently large times to obtain an acceptable statistical accuracy.

Currently, different of the continuum CFD branch, there are only a few numerical

packages that employ the fundamental schemes of DSMC. In general, these imple-

mentations differ mainly in the collision selection procedures, interaction physical

models and grid strategies. Among these packages, the most used are: DS2V/3V

(BIRD, 2005), DAC (DSMC Analysis Code) (LEBEAU, 1999), SMILE (Statistical Mo-

deling In Low-Density Environment) (IVANOV et al., 1998), MONACO (DIETRICH;

BOYD, 1996), IP (Information Preservation) method (SHEN, 2000), DSMC with

6A suitable group of similar systems (replicas).
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MLG (Monotonic Lagrangian Grid) (CYBYK et al., 1995), PDSC (Parallel Three-

Dimensional DSMC Code) (WU et al., 2005), and SWPM (Stochastic Weighted Par-

ticle Method) (RAJASANOW; WAGNER, 1996).

3.2 DSMC Methodology

The primary numerical procedures employed by the DMSC method are depicted

in the flowchart presented in Figure 3.1. In each time step iteration, the DSMC

algorithm may be conveniently composed of four subsequent and independent steps:

(i) move the simulated particles and treat boundary interactions; (ii) index the

particles, (iii) sort the particles and simulate collisions and (iv) sample and average

particles information.

The computational domain is initialized as vacuum or an uniform gas flow in thermo-

dynamic equilibrium. Such an initial state may be based on the freestream conditions

of the physical space. Velocity, density, pressure, temperature and internal energy of

the gas entering in the computational domain, over each time step, are specified in

terms of known boundary conditions. The velocity of simulated particles is defined

as a linear combination of the thermal velocity and the stream velocity. The bound-

ary conditions that correspond to the desirable flow are imposed at the beginning of

time counting so that steady flows are obtained after sufficient time evolution. Fi-

nally, steady results are provided by averaging processes of the information sampled

after the steady state is achieved.

After defining position, velocity and internal state of all simulated particles, these

particles are moved over distances corresponding to their velocity components and

the current time step. Consequently, the new position of the particles must be deter-

mined. Such an information can be obtained in different ways. For Cartesian com-

putational domains, the new position and cell are rapidly identified by the tracking

scheme proposed by Bird (1994). For computational domains with structured and

unstructured grid, several particle tracking schemes are presented in the literature

(DIETRICH, 1990; LAUX, 1997). For more complex computational grids, such as hex-

ahedral or tetrahedral types, others schemes can be employed to determine the par-

ticle position (CHEN, 1997; MACPHERSON et al., 2009; NANCE et al., 1997; WILMOTH

et al., 1996).

Once the particle position is known, appropriate actions are applied if the particle

33



Figure 3.1 - Typical DSMC flowchart.
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interacts with a solid boundary, plane of symmetry or external flow boundary. Par-

ticles that leave the computational domain are removed from the simulated flow.

Then, based on freestream macroscopic information, new particles are introduced

into the simulation through the external boundaries of the computational domain.

Molecule-surface collisions are commonly treated as specular, diffuse or a combina-

tion of these types. Furthermore, more sophisticated surface chemistry models, e.g.,

absorption, surface reactions and desorption can also be employed (BERGEMANN,

1995; SIMMONS; LORD, 1997).

At this stage, the particles must be indexed in a convenient manner. In general, such

a sorting is related to the particle position. This procedure is used for two subsequent

steps: calculate intermolecular collisions and obtain particles information samples.

For the selection of collision pairs and the calculation of intermolecular collisions,

each cell is defined in an index scheme so that all molecules within this cell can be

located by a reference list. An efficient index scheme was proposed by Bird (1976)

in the original DSMC algorithm.

Once the molecules are indexed, the next step is the computation of intermolecular

collisions. Such interactions are treated statistically whereas the particles are moved

deterministically. Different schemes for simulating collision rates have been deve-

loped and applied in DSMC method. These schemes infer, in a given time step, the

correct number of representative collisions from pairs of molecules selected randomly

within each cell. Such a calculation is a key point to ensure a consistent flow simu-

lation. Among these schemes, it can be pointed out the Time Counter (TC) method

(BIRD, 1976), the Nambu method (NAMBU, 1986), the Majorant Frequency method

(IVANOV; ROGAZINSKII, 1988), the No Time Counter (NTC) method (BIRD, 1989),

the Null Collision (NC) method (KOURA; MATSUMOTO, 1991), the Randomly Sam-

pled Frequency (RSF) method (FAN; SHEN, 1992) and the generalized NTC method

(ABE, 1993). The NTC method has been widely employed in DSMC simulations in

recent years.

The collision procedure is generally performed within individual cells. In this sense,

the time step, the cell volume and the number of molecules per cell are fundamental

parameters to determine the number of probable collision pairs. These pairs are

randomly selected and they are also subjected to the requirement that the mean

collision separation between them must be a small fraction of the mean free path.

Such a requirement is imposed by selecting collision pairs randomly, but preferably,
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from the same subcell or from the neighboring ones. Then, selected collision pairs

are accepted or not based on a probabilistic strategy. Once a particular collision

event is accepted, a molecular model is employed to assure linear momentum and

energy conservation for the post-collision state.

Finally, the primary steps are concluded by applying the sampling process of the

microscopic information in each cell. These data are averaged in an appropriate

manner in order to provide the local macroscopic properties, such as velocity, density,

pressure and temperature. In short, the DSMC method calculates the macroscopic

properties based on averages of the microscopic information.

3.3 Binary Elastic Collisions

3.3.1 Scattering

In dilute gases, the molecules perform a continuous motion and occupy only a small

fraction of the available space. In this sense, ternary collisions (three body collisions)

are very rare events. A rough estimative shows that the probability for such an in-

teractions to occur in a gas is about (d/δ)3 (SHEN, 2000). As a result, for dilute

gases (δ/d� 1), e.g., for air under ambient conditions, which provides δ/d ≈ 8, this

probability is less than 0.3%. Therefore, the binary collisions are overwhelmingly

more likely. An elastic collision is defined as one in which there is no interchange

between translational and internal energies. Then, the momentum and energy con-

servation equations are employed with geometric parameters to describe a collision

mathematically, i.e., post-collision velocities are determined from pre-collision infor-

mation.

Figure 3.2 - Planar representation of a binary collision in the laboratory frame.
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Given two monatomic molecules in a binary collision, their pre-collision velocities in

the laboratory frame of reference may be denoted by c1 and c2 as illustrated in Fig-

ure 3.2. If the physical properties and trajectories of these molecules are known, the

post-collision velocities c∗1 and c∗2 can be determined. Hence, the linear momentum

and energy conservation equations for two molecules of mass m1 and m2 yield:

m1c1 +m2c2 = m1c
∗
1 +m2c

∗
2 = (m1 +m2)cm (3.1)

m1c1
2 +m2c2

2 = m1c
∗
1
2 +m2c

∗
2
2 (3.2)

where it is introduced the center of mass velocity cm of the present pair of molecules.

cm =
m1c1 +m2c2

m1 +m2

=
m1c

∗
1 +m2c

∗
2

m1 +m2

(3.3)

According to Equation 3.3 the center of mass velocity is not changed by the collision

process because of the linear momentum conservation. Moreover, the relative pre-

and post-collision velocities between the molecules can be written as:

cr = c1 − c2 (3.4a)

c∗r = c∗1 − c∗2 (3.4b)

By combining Equations 3.1 and 3.4, the pre-collision velocities c̃1 and c̃2 relative

to the center of mass can be obtained, and the same procedure is valid for the

post-collision velocities c̃∗1 and c̃∗2 as follows.

c̃1 = c1 − cm =
m2

m1 +m2

cr (3.5a)

c̃2 = c2 − cm = − m1

m1 +m2

cr (3.5b)

c̃∗1 = c∗1 − cm =
m2

m1 +m2

c∗r (3.6a)

c̃∗2 = c∗2 − cm = − m1

m1 +m2

c∗r (3.6b)

From Equation 3.5, it can be observed that in the center of mass reference frame

the pre-collision velocities of the two molecules are antiparallel, and hence their
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trajectories will lie in the same plane. Additionally, it is assumed that molecules

are centers of force, i.e., the force between them acts only between their centers. As

a result, throughout the collision, the intermolecular force and trajectories remain

in the same plane that was previously determined by the pre-collision velocities.

Equation 3.6 shows that the post-collision velocities are also antiparallel in the center

of mass frame. Therefore, in such a frame the collision is completely planar.

The energy conservation equation, Equation 3.2, can be rewritten by using Equa-

tions 3.5, 3.6 and the definition of reduced mass mr.

m1c1
2 +m2c2

2 = (m1 +m2)cm
2 +mrcr

2 (3.7a)

m1c
∗
1
2 +m2c

∗
2
2 = (m1 +m2)cm

2 +mrc
∗
r
2 (3.7b)

where

mr =
m1m2

m1 +m2

(3.8)

Thus, the total kinetic energy in the laboratory frame is equal to the kinetic energy

of the total mass moving with the center of mass speed plus the kinetic energy of

a molecule of mass mr moving with the relative speed. Moreover, from the energy

conservation, Equation 3.2, and Equation 3.7, it can be observed that the magnitude

of the relative velocity remains the same throughout the collision, i.e.,

cr = c∗r (3.9)

By using Equation 3.9 and the fact that pre- and post-collision velocities are antipar-

allel in the center of mass frame of reference, the conservation of angular momentum

in such a frame (crb = c∗rb
∗) only requires that the impact parameter b7, i.e., the

projected distance between the pre-collision velocities, remains unchanged after the

collision. The representation of the collision in the center of mass frame is depicted

in Figure 3.3.

At this point, the conservation equations of linear momentum, angular momentum

and energy have been employed (five equations). However, the present challenge is

to determine the post-collision velocities of the two molecules (six scalar unknowns),

which requires another equation. Since cm, cr and b can be obtained from the pre-

7It can also be called as miss-distance, i.e., the distance of the closest approach of the undis-
turbed trajectories of the two molecules in the center of mass frame.
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collision information, the determination of the post-collision velocities in the center of

mass frame reduces to the calculation of the deflection angle χ. This angle indicates

the direction change of the relative velocity vector.

Figure 3.3 - Trajectories of the molecules in the center of mass frame.

As assumed earlier, the molecules are centers of force spherically symmetric. In this

scenario, by introducing F as the force between the two molecules involved in the

collision, and r1 and r2 as their position vector, the motion equations for these

molecules are given by:

m1r̈1 = F (3.10a)

m2r̈2 = −F (3.10b)

If Equation 3.10a is multiplied by m2 and Equation 3.10b by m1, such dynamic

relations can also be rewritten as:

m1m2(r̈1 − r̈2) = (m1 +m2)F

Now, the relative velocity is denoted as cr = ṙ1 − ṙ2 = ṙ and the reduced mass

definition is again employed to yield:

mrr̈ = F (3.11)
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Therefore, the relative motion of the two molecules in the laboratory frame of refe-

rence is equivalent to the motion of a molecule of mass mr relative to a fixed center of

force (Figure 3.4). Such a force depends only on the distance r from the fixed center

and is commonly expressed in terms of a potential field φ(r). Since F = −dφ/dr, for

a given intermolecular potential field and pre-collision information, Equation 3.11

can be solved for the value of χ. In other words, this equation is coupled with the

five aforementioned conservation equations in order to form a closed set.

Figure 3.4 - Interaction of the reduced mass particle with a fixed scattering center.

Once the value of χ is determined, the angle ε between the collision plane and some

reference plane can be obtained by purely geometric reasoning. In this sense, the

post-collision velocities expressed previously in the collision plane and in the center

of mass frame of reference can be rewritten in terms of the laboratory frame of

reference (SHEN, 2000).

Herein, the transformation from the laboratory to the center of mass frame of re-

ference reduces the three-dimensional trajectories into two-dimensional ones in the

collision plane. Such new trajectories are symmetrical about the apse line AA′, due

to the antiparallel velocities. A further transformation from the center of mass to

the reduced mass frame of reference reduces the two trajectories to one that remains

symmetrical about the new apse line, which passes through the scattering center O.

Another consequence of this symmetry can be observed if a given collision between

molecules of pre-collision velocity c∗1 and c∗2, and impact parameter b is performed

in the center of mass frame. As indicated in Figure 3.5, such an event results in

post-collision velocities c1 and c2 and is called as the inverse (c∗1, c
∗
2 → c1, c2) of the

original collision (c1, c2 → c∗1, c
∗
2).
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Figure 3.5 - Direct and inverse collisions in the reduced mass frame of reference.

3.3.2 Cross Section

At this point it is worthwhile to introduce the concept of a cross-section. A hard

elastic sphere of diameter d provides an oversimplified but useful model of a molecule.

From Figure 3.6(a), it is clear that two molecules of diameter d1 and d2 collide if

their trajectories are such that the distance between their centers decreases to d12,

where d12 = (d1+d2)/2 . On the other hand, as shown in Figure 3.6(b), one molecule

can be represented by a sphere of influence of radius d12, while all other molecules

are represented only by their centers. In this scenario, a collision occurs when the

undisturbed trajectory (center) of a molecule overlaps the sphere of influence. In

the reduced mass frame, such an event can be represented in a plane Υ normal

to cr that crosses the center of this virtual sphere. In this case, the total collision

cross-section σT is the area contained in this plane as indicated in Figure 3.7(a).

As previously discussed, the intermolecular potential field φ(r) and two impact pa-

rameters – b and ε – related to the geometric information of the collision must be

specified in order to determine the post-collision velocities. A primary role of the

intermolecular potential is to establish, for a given cr, a relationship between b and

the deflection angle χ, i.e., χ = χ(cr, b). Since these angle and pre-collision velocities

are known, the post-collision velocities can be completely described.
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(a) (b)

Figure 3.6 - (a) Actual collision between two hard spheres and (b) the representation of
the same collision by a sphere of influence and a punctual molecule.

(a) (b)

Figure 3.7 - Geometric information of the collision on the plane Υ: (a) Intersection be-
tween the undisturbed trajectory and σT and (b) the representation of the
differential area, within σT , near the intersection point.

A general form to express such a relationship is set in terms of the differential

collision cross-section σdΩ. First, as illustrated in Figure 3.4, a given collision that

is performed in the fixed scattering center O with cr must be considered. In such

a collision, the undisturbed trajectory of the particle of mass mr crosses the total

collision cross-section. Without loss of generality, this intersection occurs through

the differential area b db dε pointed out in Figure 3.6(b). Then, roughly speaking,

σdΩ indicates that the molecules crossing this differential area would be scattered

within a range dχ and dε near to c∗r. For a detailed geometric explanation, additional

literature is available (BIRD, 1994; SHEN, 2000; VINCENTI; KRUGER, 1965).
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By performing an appropriate integration of σdΩ, the total collision cross-section σT

can be set. In essence, this variable is required to determine if a collision occurs or

not. Moreover, σT is primordial to establish fundamental data in the molecular mo-

deling, e.g., the collision frequency, the mean free path and the transport coefficients.

Nevertheless, σ depends on the relationship between b and χ. Such a relation is based

only on the intermolecular force F that models the collision. As a consequence, σT

depends on the potential field φ(r) employed.

The most simplified molecular model is that one introduced in Figure 3.6. In this

model the molecules are assumed as rigid and nonattractive spheres that perform

elastic collisions, behaving as billiard balls. Hence, this approach consideres a colli-

sion between molecules of species p and q, whose effective8 diameters are dp and dq,

respectively. Therefore, the requirement for a collision is that the distance between

their centers decreases to (dp + dq)/2. Consequently, the total collision cross-section

is given by:

σTpq = π
(dp + dq)

2

4
= πd2pq (3.12)

where

dpq =
(dp + dq)

2
(3.13)

With this result, the mean collision rate νpq for molecules of specie q with molecules

of specie p can obtained according to Equation 3.14. This value is the reciprocal of

the mean collision time, and it is also called collision frequency:

νpq = nqσTpqcrpq (3.14)

where, nq represents the number density of specie q, i.e., the number of molecules

of specie q per unit of volume. Moreover, for a constant total collision cross-section,

the latter equation can be rewritten as:

νpq = πd2pqnqcrpq (3.15)

3.4 Molecular Model

The molecular behavior in the collision process depends on the choice of the inter-

molecular force field. In general, such a field is assumed to be spherically symmetric,

8In general, for attractive molecular models the effective diameter is somewhat larger than the
geometric diameter. Then, a molecule is influenced by the other one before they perform contact.
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so that the force between molecules is a function only of the distance r between their

centers. Features of different typical intermolecular force fields are depicted in Fig-

ure 3.8 for molecules with diameter d. The real representation shows that molecules

interacts with a weak attractive force at large distances. As r decreases this force

becomes somewhat larger. However, for short distances the force is strongly repul-

sive and the electronic molecular orbits may overlap. At the condition F = 0, the

molecular kinetic energy does not allow the particles to remain in equilibrium at the

corresponding distance.

(a) (b)

Figure 3.8 - (a) Typical intermolecular potential fields and (b) the contrast between the
molecular paths of the Sutherland model and a nonattractive model.

SOURCE: Adapted from Vincenti and Kruger (1965).

Since the real description is complex, it is clear from Figure 3.8(a) that molecular

models, e.g., the Sutherland or the hard elastic sphere, employ some degree of ap-

proximation. In this way, a suitable model is often chosen, and the simplest of these

takes into account only for the repulsive component. A model may be defined as

suitable for a particular application if it provides sufficient data agreement between

experiment and theory.

The inverse power law (IPL) model is a flexible molecular model to describe typical

nonionized hypersonic flows. In such a scheme, the intermolecular repulsive force

field may be modeled according to Equation 3.16, where r is the distance between

molecule centers in the collision and κ and η are known constants. Combinations of
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these last two parameters provide different quantitative behaviors in the collision.

F =
κ

rη
(3.16)

A special case of the inverse power law model is the well-known Maxwell model,

which is obtained by setting η = 5. Despite some physical limitations, the Maxwell

model (Maxwellian molecule) is widely applied in analytical descriptions. Another

important simplification of the IPL model correspond to the aforementioned hard

sphere (HS) model that is obtained by setting η →∞ for r greater than d12. Since

problems of engineering interest involve the simulation of billions or trillions of col-

lisions, then a simple and efficient model should be considered. In this scenario, the

HS model is the simplest alternative.

In the hard sphere model, the total cross-section is constant for simple gases9. The

deflection angle χ is uniformly distributed between 0 and π, i.e., the scattering is

isotropic in the center of mass frame of reference. However, such a scattering law

is unrealistic. Another disadvantage of the HS model is that σT does not take into

account the dependency with relative translational energy (Et = mrcr
2/2) of the

molecules. For realistic collisions, σT decreases as the translational energy involved

in the collision increases.

In the HS model, since σT is constant and independent of the translational energy,

the deflection angle χ depends only on the geometry of the collision. Such an angle is

given by Equation 3.17. Since molecular chaos is assumed, all values for the impact

parameter b are equally likely and hence the reason for the isotropic scattering is

clear.

χ = 2 cos−1(b/d) (3.17)

When the intermolecular force field is given by the inverse power law described by

Equation 3.16, the Chapman-Enskog theory provides a straight relation between the

viscosity coefficient µ and the gas temperature according to:

µ ∝ T ω (3.18)

9A gas composed of a single chemical specie, where all molecules are assumed to have the same
structure.
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where the powers are dependent on the free parameter η as following,

ω =
1

2
+ υ =

1

2

(
η + 3

η − 1

)
, υ =

2

η − 1
(3.19)

By using Equation 3.19, the dependence of the total collision cross-section σT , based

on the IPL model, can be established as:

σT ∝ Et
−υ ∝ cr

−2υ (3.20)

A fundamental difference between the molecular models may be expressed in the

dependence of the transport coefficients on temperature. According to Equation 3.18,

the viscosity coefficient is proportional to temperature raised to a constant power.

For this reason, ω is sometimes called as viscosity index. Equation 3.19 also shows

that in both HS and Maxwell models, the value of ω is equal to 0.5 and 1, respectively.

Such simplified models can be regarded as theoretical limiting cases for the behavior

of real gases, since for the majority of real gases ω is within 0.6 and 0.9.

In order to overcome this unrealistic behavior, alternative molecular models based

on hard spheres have been proposed. These models have proven successful in repro-

ducing the macroscopic behavior of gases with a feasible computational efficiency.

Prasanth and Kakkassery (2008) published a brief review about molecular models

for DSMC simulations. The first alternative scheme was the variable hard sphere

(VHS) model introduced by Bird (1981). In this model, similar to hard spheres,

molecules perform an isotropic scattering, i.e., all directions (χ) are equally likely

for c∗r in the center of mass reference frame. On the other hand, the total colli-

sion cross-section σT , or the effective molecular diameter d, is proportional to a

certain inverse power of the relative speed cr in the same sense that presented by

Equation 3.20. The VHS model has been widely employed in DSMC simulations.

In despite of its unrealistic scattering, the VHS model is indicated for many engi-

neering applications. This occurs because, for such applications, it has been observed

that the influence of the effective total collision cross-section is overwhelmingly more

important than that of the scattering law.

Based on the realistic dependence of the total collision cross-section on Et, expressed

in Equation 3.20, the VHS model employs an effective molecular diameter d depen-

dent on cr, in addition to the classical scattering law of the HS model. In this

context, the VHS model can be summarized by the following relations, with the
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subscript ref indicating reference values,

σT
σTref

=

(
d

dref

)2

=

(
Et
Etref

)−υ
=

(
cr
crref

)−2υ
(3.21)

Then, for a given known σTref , the VHS model establishes the effective total collision

cross-section σT . Roughly speaking, instead of a direct definition of σT , such a model

determines this variable as a correction of σTref , based on the physical reasoning

described in Equation 3.21, so that:

σT = πd2 = σTref

(
cr
crref

)−2υ
= σTref c

(2ω−1)
rref

/ c (2ω−1)
r (3.22)

At this point, the relations between effective and reference values are required to

determine the total effective collision cross-section. Obviously, such relations must

be consistent with each other. Thereby, Bird (1994) defined dref in the VHS model

as:

πd2ref = σTref c
(2ω−1)
rref

/ c
(2ω−1)
r (3.23)

Here, c
(2ω−1)
r represents a mean value obtained by assuming an equilibrium gas.

From classical kinetic theory, the following expression can be written as:

c jr =
2

π1/2
Γ

[
(j + 3)

2

](
2kT

mr

)j/2
(3.24)

Thus,

c
(2ω−1)
r =

(2kT/mr)
(ω−1/2)

Γ(5/2− ω)
(3.25)

As a result, by combining Equations 3.22, 3.23 and 3.25 the relation between effective

and relative diameters at a relative speed cr, in the VHS model, is given by:(
d

dref

)2

=
[2kT/ (mrcr

2)]
(ω−1/2)

Γ(5/2− ω)
(3.26)

Finally, the DSMC method computes the effective total collision cross-section σT ,

for each selected collision, using Equation 3.27.

σT = σTref

(
d

dref

)2

= σTref
[2kT/ (mrcr

2)]
(ω−1/2)

Γ(5/2− ω)
(3.27)

In this numerical procedure dref , Tref and ω are treated as known and tabulated
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constant values. Then, σTref can be set similar to Equation 3.12, where the reference

diameter is applied to provide σTref = πd2ref . Additionally, Bird (1994) showed that

the present formulation is independent of the selected value for dref and does not

require an equilibrium gas.

The main advantage of the VHS model is the realistic physical reasoning employed.

It leads to a viscosity coefficient proportional to powers of the order of 0.75, similar to

real gases. Moreover, the finite cross-section of the VHS model allows the definition of

a mean free path (BIRD, 1994) and viscosity coefficient (BIRD, 1983) that match the

real gas behavior, as presented in Equations 3.28 and 3.29. On the other hand, the

use of a simplified isotropic scattering law provides unrealistic values for the diffusion

coefficients. Thus, for gas mixture flows with diffusion performing an essential role,

the use of the HS or VHS model must be re-evaluated.

λ =
[
21/2πd2refn (Tref/T )(ω−1/2)

]−1
(3.28)

µ =
(15m/8) (πkT/m)1/2

πd2ref (2− υ)υ Γ(4− υ)
(3.29)

For reference purposes, the parameters defined in Equation 3.19 are tabulated in

Table 3.1 for Maxwell, VHS and HS models.

Table 3.1 - Molecular parameters for different models.

Model η ω υ

Maxwell 5 1.00 0.50
VHS 9 0.75 0.25
HS ∞ 0.50 0

In order to improve the VHS model, Koura and Matsumoto (1991) have introduced

the variable soft sphere (VSS) model (KOURA; MATSUMOTO, 1992). This molecular

model computes σT in the same way as the VHS model, but with an anisotropic

scattering law. According to Equation 3.30, an additional parameter α, which de-

pends on the relative energy in the collision, is employed to determine the deflection

angle. Since α > 1 for real gases, this deflection angle is less than the one provided

by HS and VHS models. Such a behavior is the reason for the name variable soft

48



sphere model.

χ = 2 cos−1
[
(b/d)1/α

]
(3.30)

The implementation of this model in DSMC simulations is more complex than the

implementation of the VHS model. However, the VSS model yields improved values

for the diffusion coefficients.

Hassan and Hash (1993) introduced the generalized hard sphere (GHS) model. This

molecular model takes into account both repulsive and attractive forces in the col-

lision. The scattering law is the same as that in HS and VHS model. Since the

GHS model is able to reproduce attractive interactions, it is appropriate to simulate

low temperature flows, where the attractive portion in the collision plays fundamen-

tal role (HASH et al., 1994; KUNC et al., 1995).

Later, Fan (2002) developed the so-called generalized soft sphere (GSS) model. This

generalization employs the same dependence of σT on Et adopted in the GHS model,

which reproduces an attractive-repulsive potential. However, its scattering law is the

same as that described by the VSS model. In addition, the transport coefficients

obtained by the GSS model provide a good agreement with experimental results for

a large range of temperatures.

3.5 Collision Sampling Schemes

One of the key ideas in DSMC computations is to decouple molecular motion and

collisions over a consistent time step. Thereby, a realistic transport of the micro-

scopic quantities, which is performed by intermolecular collisions, requires the es-

tablishment of a correct collision frequency within each cell. In such a procedure, the

appropriate collision pairs are probabilistically determined for each cell. As afore-

mentioned in Section 3.2, there are different DSMC schemes to compute the collision

rates. These schemes achieve higher computational performance than the molecular

dynamics method because they do not take into account the relative position of

colliding particles within a cell. For the purpose of the present work, only the time

counter (TC) and the no time counter (NTC) methods are described here.

The numerical procedures employed to calculate the local collision rate and to define

the collision pairs can be based on the cell information. However, the choice of

the collision pairs is preferably performed within the subcells that compose the

respective cell. In this context, the number N of simulated particles in the cell, the
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cell volume Vc, and the time step ∆t are fundamental data. From the kinetic theory

of gases, it can be shown that the number Ncoll of collision pairs, which must be

simulated in a cell over the time step ∆t, is given by the following equation,

Ncoll =
1

2
Nν∆t =

1

2
NnσT cr ∆t (3.31)

According to Equation 3.31, in order to determine Ncoll, it is necessary to compute

the mean value σT cr for each time step ∆t. For such a calculation, the product

between σT and cr must be evaluated for all possible collision pairs. Called direct

or Kac method, this numerical procedure would have a computational time pro-

portional to N2. Moreover, within a given cell or in most cases within a subcell,

a possible colliding pair of particles is randomly chosen. Then, a selection rule is

applied to determine if this pair is accepted for the collision procedure. Thus, the

last two steps are repeated until Ncoll selected pairs per cell is reached.

In order to obtain a computational time proportional to N , Bird (1976) introduced

the time counter (TC) method. In such a technique, an initial value for the maximum

product between σT and cr is set for each cell, which is indicated by (σT cr)max. This

value is required in the selection rule of such a method. The other steps can be

described by the following sequence:

1) Within a given cell or subcell, a pair of particles is randomly chosen.

2) For this pair, the product between σT and cr is computed.

3) If such a particular value of σT cr is greater than (σT cr)max, the maximum

value is upgraded for this cell.

4) The probability Pcoll of collision between these particles is given by:

Pcoll =
σT cr

(σT cr)max
(3.32)

Then, if Pcoll > Rf , the pair is selected for the collision procedure, where Rf

is a random number between 0 and 1. On the other hand, if Pcoll < Rf ,

the product (σT cr)max restores its last value and a new pair is randomly

chosen, i.e., the sequence returns to the step 1. This acceptance-rejection

method for the selection of pairs over a ∆t is explained in detail by Bird

(1994).

50



5) If the pair is accepted for collision, by setting Ncoll = 1 in Equation 3.31,

the cell time is advanced by an increment δt given by:

δt =
2

NnσT cr
(3.33)

6) The sequence (1-5) is repeated while δt1 + δt2 + δt3 + ... ≤ ∆t. Where

the subscripts (1,2,3...) indicate different accepted collision pairs over the

current time step ∆t.

Despite reproducing the correct nonequilibrium collision rate with an optimal com-

putational performance, this technique can lead to some problems under extreme

nonequilibrium conditions, such as in strong shock waves. From a physical point of

view, the collision distribution over ∆t can become nonhomogeneous. The accep-

tance of low probability collisions, i.e., pairs with a small value of σT cr, results in

large δt values. Consequently, the time increment sum can exceed ∆t by unaccept-

able amounts. From a computational aspect, as reported by Baganoff and McDonald

(1990), the total number of simulated collisions may be very different from one cell

to another. Besides, this number is unknown until time step ∆t is reached. Such

a situation makes the numerical vectorization of the collision procedure a difficult

task.

Later, Bird (1989) introduced the no time counter (NTC) method to overcome the

difficulties observed in the TC procedures. Both NTC and TC methods have the

same selection rule for the collision pair, which is based on the acceptance-rejection

method. Nevertheless, in the NTC method the maximum number Ncoll of collisions

to be selected, over ∆t in a given cell, is set before the selection of the pairs. Hence, in

this new scheme, the time count idea is replaced by an explicit dependence of Ncoll on

the time step ∆t. In other words, Ncoll does not dependent on the choice of pairs or

particular values of σT cr. In the NTC method, this number of collisions is expressed

by:

Ncoll =
1

2

NN̄FN(σT cr)max∆t

Vc
(3.34)

where N̄ is the time or ensemble average value of N and FN indicates the number of

real particles represented for each simulated particle within the respective cell. Simi-

larly to Equation 3.31, it is worthwhile to observe that N̄FN/Vc is equal to the local

number density n. Furthermore, it is clear that in this scheme the computational
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time is also proportional to N . Additional information about the NTC method can

be found in the literature (BIRD, 1994; SHEN, 2000).

3.6 Inelastic Collisions

High-temperature and rarefied environments are typically found in hypersonic and

microscale flows, respectively. Under such conditions the flow structure is often char-

acterized by thermal and/or chemical nonequilibrium. A flow in thermal nonequili-

brium is one whose temperatures associated with the translational, rotational and

vibrational internal modes of energy are unequal, i.e., these modes do not share a

common distribution of energies. The nonequilibrium can also be characterized by a

flow with an anisotropic velocity space. Moreover, most flows observed in engineering

applications are composed not only of monatomic molecules, as those discussed in

previous sections, but also of diatomic and/or polyatomic molecules. In this scenario,

the DSMC simulations require phenomenological molecular models that reproduce

the macroscopic behavior of these real flows, while providing an acceptable compu-

tational performance.

A flow out of thermodynamic equilibrium relaxes towards the equilibrium state by

successive molecular interactions, which promote energy exchange between trans-

lational and internal modes. In this context, phenomenological models that simu-

late inelastic collisions must allow the definition of the necessary number of rota-

tional (ζR) and vibrational (ζV ) degrees of freedom (DOFs). Additionally, a par-

ticular model must satisfy the principle of detailed balancing (or reciprocity). This

principle means that in an equilibrium gas there must exist exact energy equiparti-

tion between the translational and internal modes, and the distribution function of

this quantities must hold a Maxwellian form.

In the available literature, there are different suitable models that deal with rota-

tional (BOYD, 1989), vibrational (BERGEMANN; BOYD, 1992), chemical (CARLSON;

BIRD, 1995) and electronic (BOYD et al., 1995) modes. In general, such models are

spherically symmetric. Another common feature between most of them is the use

of the Larsen-Borgnakke (LB) model (BORGNAKKE; LARSEN, 1975). The LB imple-

mentation into the DSMC simulations is widely employed. This model is based on

the principles of kinetic theory and statistical mechanics. The LB model was de-

veloped originally to treat the energy transfer between translational and rotational

modes. Notwithstanding, it was extended to vibration-translation energy transfer.
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The main assumptions of the classical LB model are listed in the following:

i) The post-collision internal and relative translational energies are sampled

according to the local equilibrium (Maxwellian) distribution functions;

ii) For a particular internal energy mode i (rotational or vibrational), on aver-

age, the fraction Λi of the intermolecular collisions is considered as inelastic

while the remaining fraction (1− Λi) is treated as elastic;

iii) The spectrums of rotational and vibrational energies are continuous.

It is worthwhile to point out that only the fraction Λi out of the total collisions leads

to thermal relaxation of the energy mode i. Such a relaxation rate can be expressed

in terms of the relaxation collision number Zi. This value can be interpreted as the

average number of collisions required for a particular internal mode to reach the

equilibrium state. Once Zi is determined by experiments or analysis, the probabi-

lity Pi of the internal energy mode i to be adjusted in a given collision can be written

by Equation 3.35. Then, this result is applied to an acceptance-rejection method in

order to determined if the respective internal energy must or not be changed.

Pi = Λi =
1

Zi
(3.35)

Constant values of the rotational and vibrational relaxation collision number,

e.g., ZR = 5 and ZV = 50, have been widely employed in the DSMC computations

until the 1990s. For engineering problems, this assumption provides reasonable re-

sults. Nowadays, more realistic relaxation collision numbers, based on temperature-

or energy-dependence, can also be used for the rotational (BOYD, 1990a; BOYD,

1990c; BOYD, 1990b) or vibrational (BOYD, 1989; BOYD, 1991; HASH; HASSAN, 1992)

modes. At this point, it is important to mention that the relaxation collision num-

ber Zi employed in the DSMC context (Equation 3.35) is different from the re-

laxation collision number ZCont
i predicted by the continuum approach. By employ-

ing continuum techniques that use conservation equations to describe the evolution

of the internal energies, the Jeans-Landau-Teller (JEANS, 1916; LANDAU; TELLER,

1936) equation provides,

ZCont
i =

τi
τc

(3.36)

where τi is the relaxation time for the internal mode i, and τc is the mean collision

time that refers to the translational mode. The latter characteristic time is equal to
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the reciprocal of the collision rate, i.e., τc = 1/ν. According to Lumpkin et al. (1991),

differences between Zi and ZCont
i are assigned to the energy transfer procedures

employed by the DSMC implementation of the LB model. In this fashion, the relation

between the continuum and particle (DSMC) relaxation collision numbers can be

written as:

ZR =

(
ζT

ζT + ζR

)
ZCont
R (3.37)

ZV =

(
ζT

ζT + ζR + ζV

)
ZCont
V (3.38)

The Larsen-Borgnakke model can be applied to the internal modes by employ-

ing either a classical (continuum) or quantum (discrete) approach. For the rota-

tional mode, quantum effects are usually important in flows with very low temper-

atures, where the rotational degrees of freedom might not be fully excited. In spite

of this fact, the use of a continuum spectrum of rotational energy provides suffi-

cient accuracy for high-temperature flows. In addition, discrete rotational models

for DSMC computations are limited to diatomic molecules. Then, for simulations

with polyatomic molecules a continuum approach must be used. On the other hand,

the discrete behavior of the vibrational internal modes is poorly approximated by a

continuum distribution. In real molecules, the vibration energy spectrum is charac-

terized by large gaps between the neighboring energy levels. As a result, a quantum

procedure to set the vibrational energy provides a more realistic modeling of such

process. In the quantum scheme, the definition of the number of effective vibrational

DOFs can be based either on a simple harmonic oscillator (SHO) or an unharmonic

oscillator (UHO) model. As reported by Bird (1994), DSMC results showed that

unharmonic effects have a bigger impact on dissociation rates than on the overall

vibrational energy. In such a literature, a detailed explanation of both the continuum

and quantum (SHO and UHO) procedures for vibrational mode can be found. In

this context, a concise review about inelastic collision models is presented by Ivanov

et al. (1998). A discussion on inelastic collision models more complex than those

concerned in the LB model is beyond the scope of the present work.

3.7 Boundary Conditions

In gas dynamic problems there are basically two types of boundary conditions: (i)

those ones specified by the freestream10 macroscopic properties, and (ii) those ones

10An undisturbed flow that holds thermodynamic equilibrium.
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defined by the physical behavior of a solid surface that interacts with the particles.

In the molecular-discrete approach, the first boundary type deals with the inlet and

outlet of molecules through a given surface. The main idea of the inlet procedure

is to define the flux and thermal state of the molecules that are moving into the

simulated domain. The outlet procedure simply consists in removing the molecules

that leave the domain. Obviously, both procedures must be consistent with the de-

sired flow simulation. The second boundary type treats the gas-surface interactions,

which can modify the thermal state of the impinging molecules and promote heat

and momentum exchange between gas and surface. The influence of the gas-surface

interaction model plays an important role on rarefied gas flows. Such an influence is

even more significant in microscale flows, where viscous effects near the surface are

one of the more important physical mechanisms. In this context, the main features

of the boundary conditions employed in the present work are discussed next.

3.7.1 Inflow Boundaries

The microscopic state of each simulated particle that enters in the computational

domain is determined according to an equilibrium gas flow with pre-defined stream

velocity c0, whose components in the Cartesian frame of reference are u0, v0 and w0.

At this point, a trivial but very important concept about the molecular velocity c

is pointed out in Equation 3.39. This expression shows that the velocity of each

molecule is composed of a linear combination of a macroscopic velocity11 c0 and a

peculiar velocity12 c′. It is also worthwhile to mention that c = c0, since the random

motion of a molecule provides c′ = 0.

c = c0 + c′ (3.39)

Based on the kinetic theory, for each inlet particle, the definition of the translation

and internal energies depends on the thermodynamic temperature of the inlet gas

flow.

Since c0 is known a priori, the definition of c for each particle is determined by

obtaining randomly a particular component of c′ from the Maxwellian velocity dis-

tribution f0, which is expressed by Equation 3.40. Herein, dc′ stands for a volume

element in the velocity space. By assuming an isotropic velocity space, Figure 3.9

11Sometimes called as stream or mean velocity.
12Sometimes called as thermal or random velocity
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presents a normalized Maxwellian distribution for the thermal speed (c′) and for a

thermal velocity component (u′). The Maxwellian distributions do not depend on

the molecular model employed.

f0
n
dc′ =

β3

π3/2
exp

[
−β2c′ 2

]
dc′ =

β3

π3/2
exp

[
−β2

(
u′ 2 + v′ 2 + w′ 2

)]
du′dv′dw′ (3.40)

where,

c′m =

√
2kT

m
=

1

β
(3.41)

Figure 3.9 - Thermal speed and thermal velocity x−component Maxwellian distributions.

In addition to the thermal state definition for each inlet particle, it is necessary to

determine the inward number flux Ṅi of these particles across the surface elements

of a given boundary. Such a task is analytically solved by assuming an equilibrium

distribution function for the inflow gas. For an inward gas flow with a known stream

velocity c0, temperature T , and number density n, the kinetic theory of gases pro-

vides:

Ṅi = n
c′m

2
√
π

{
exp

(
−q2

)
+ q
√
π [1 + erf (q)]

}
(3.42)

where

q = s cos θ (3.43)
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and

s =
c0
c′m

= c0β (3.44)

In Equations 3.42, 3.43 and 3.44, “erf ” denotes the error function, s is the molecular

speed ratio13, and θ is the angle between c0 and the unit vector e normal to the

surface element, as depicted in Figure 3.10 for different cases.

Figure 3.10 - Schematic view of a two-dimensional domain composed of four orthogonal
inflow boundaries.

In Figure 3.10, a stream gas flow parallel to the axis X crosses the simulated domain.

As a result, due to the random molecular motion, particles can enter in the domain

through all boundaries. In the present scheme, the value of θ is different for each

boundary, namely, θ1 = π, θ2 = 0 and θ3 = θ4 = π/2. As shown in Figure 3.11, the

dimensionless inward number flux, N̂i = βṄi/n, presents interesting features when

plotted as a function of q. If the upstream boundary (1) experiences a hypersonic

flow (q →∞) this equation yields N̂i → q. On the other hand, if a hypersonic flow

crosses the downstream boundary (2), i.e., q → −∞, the number of molecules that

enter in the computational domain by this boundary can be neglected since N̂i → 0.

It is worthwhile to observe that these particles move in the opposite direction of the

macroscopic velocity. Such a phenomenon is called thermal backflow, and is typically

neglected in most numerical simulations when q ≤ −3.

In the conventional DSMC computations for super- or hypersonic external gas flows,

Equation 3.42 is employed in an explicit manner to calculate Ṅi since c0, T and n are

known. As mentioned, for hypersonic downstream boundaries a “vacuum” condition

is generally imposed. In this way, no molecules enter the simulated domain from

13Sometimes defined as the molecular Mach number.
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Figure 3.11 - Normalized number flux to a surface element in terms of q.

external regions. Since the inlet particle boundaries are based on freestream equi-

librium conditions such boundaries are required to be far away from the disturbed

flow regions. Moreover, in low speed microflow experiments, because of technical

limitations, the boundary conditions that can be directly obtained are pressure and

temperature instead of velocity and number density. Therefore, from an experimen-

tal point of view, the use of pressure boundary conditions is more realistic than

the velocity boundary conditions used in hypersonic external flows. In addition, for

microflows, c′ is generally of the same order of c0, therefore, neglecting the inward

molecular flux in a given boundary may lead to inappropriate results.

Previous studies have proposed different methods to treat pressure boundary condi-

tions for subsonic flows. In short, at a particular temperature, these methods impose

an inlet stream velocity that reproduces a given pre-defined pressure in the bound-

ary vicinity. Ikegawa and Kobayashi (1990) proposed a method based on the particle

flux conservation and employed ideal gas relations. Nance et al. (1998) used a si-

milar treatment for each cell in the upstream boundary. Wu et al. (2001) employed

a particle-based method at both upstream and downstream boundaries. In order

to improved such a scheme, Liou and Fang (2000) proposed an alternative method

where the local inlet boundary information was obtained by extrapolation from up-

stream boundary adjacent cell values, while the downstream treatment was based

on concepts of the one-dimensional characteristic theory. Wang and Li (2004b) im-
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plemented an implicit method based on the characteristic theory for both upstream

and downstream boundaries. Recently, Yang et al. (2010) have suggested the use of

this same scheme, but applying a particular velocity for the inlet velocity calculation

instead of the sound speed.

In the present study, the method proposed by Wang and Li (2004b) is employed.

However, in contrast with the original formulation, the present implementation uses

the translational temperature TT in regions with no thermal equilibrium instead of

the overall temperature TO for the calculations. Such a modification is based on the

fact that disturbances are propagated according to the translational movement that

is related with TT . As will be shown in the next chapters, this improvement provides

results in excellent agreement with experimental and numerical data. The main

concepts of the present pressure boundary conditions are discussed in the following.

The one-dimensional characteristic theory provides relations between the physical

properties of a gas that is disturbed by a finite (nonlinear) wave (ANDERSON, 1990).

However, in a limiting case, if such a wave is infinitely weak and the disturbance

process is steady, one-dimensional and isentropic, this wave can be treated as a

sound wave. In this scenario, the analysis of both an acoustic wave and a finite wave

provide the same relations. First, as presented in Figure 3.12(a), is considered a

compressible ideal gas of pressure p, density ρ, and enthalpy h at rest in a duct of

uniform cross-section area A. If the piston on the left side induces a steady velocity

of magnitude du to the right side, then an infinitesimal weak wave is generated with

velocity a. As a consequence, this disturbance performs infinitesimal changes on the

undisturbed gas. By changing the reference frame such that it moves with the wave,

the problem is reduced to a steady flow as shown in Figure 3.12(b).

(a) (b)

Figure 3.12 - Propagation of a weak pressure wave (a) in the laboratory frame and (b) in
the frame moving with the wave.
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In this scenario, the mass and momentum conservation equations can be applied

across the infinitesimal sound wave depicted in Figure 3.12(b) to yield:

ρAa = (ρ+ dρ)A (a− du)

ρ du = a dρ (3.45)

and

pA− (p+ dp)A = ρAa [(a− du)− a]

dp = ρ a du (3.46)

Equations 3.45 and 3.46 can be combined to provide the propagation velocity a of

the sound wave, where the subscript s means an isentropic process.

a =

√(
dp

dρ

)
s

(3.47)

Finally, by using Equations 3.45 and 3.47 the following relation can be written for

a forward-running wave14.

du = +
dp

aρ
(3.48)

If the piston is displaced to the left side, an analogous analysis can be developed for

the case of a backward-running wave15. Therefore, the resulting equation is

du = −dp
aρ

(3.49)

By rewriting Equations 3.47, 3.48, 3.49 in terms of finite differences, in addition

to the ideal gas law based on the translational temperature TT , a set of equations

can be constructed for to the cells adjacent to the boundaries. For illustration pur-

poses, the two-dimensional channel showed in Figure 3.13 is considered, where the

bracketed variables are known and the remaining variables must be determined.

The subscripts j and k denote a particular cell adjacent to the upstream and down-

stream boundaries, respectively. Similarly, the subscripts in and b indicate a local

region that is external to the simulated domain and adjacent to the cell j and k,

respectively.

14When the wave and the disturbed gas move in the same direction.
15When the wave and the disturbed gas move in the opposite direction.
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Figure 3.13 - Schematic view of the variables required in the pressure boundary conditions.

Since the unknown variables in Figure 3.13 depend on the flow behavior inside the

channel, an iterative numerical procedure is required to determine these values.

Based on the aforementioned equations and the known variables that are constant,

the main sequence of calculations used in the upstream boundary is:

aj =
√
γj k TTj/mj (3.50)

(uin)j = uj +
pin − pj
ajρj

(3.51)

(vin)j = vin (3.52)

nin =
pin
k Tin

(3.53)

For the downstream boundary, similar approach is applied. The resulting set of

equations is given by:

ak =
√
γk k TTk/mk (3.54)

(ub)k = uk +
pk − pb
akρk

(3.55)

(vb)k = vk (3.56)

(nb)k =
ρk
mk

(3.57)

(Tb)k =
pb

(ρb)k k
(3.58)

The calculated quantities u, v, n and Tb are then applied in Equation 3.42 to deter-

mine the number flux through the boundary elements. By using this procedure, the

inlet and outlet boundary conditions are updated up to reach the desired pressure

within the cells j and k. This implicit boundary treatment successfully leads the

problem to steady state and matches the correct downstream pressure and overall

mass balance. However, due to the statistical scatter of the DSMC method, this pro-
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cedure provides inappropriate results for extremely low speed flows. In these cases,

the Information Preservation (IP) method (SHEN, 2000) can be an alternative tech-

nique. Moreover, under extreme nonequilibrium situations, i.e., Kn� 1, the present

pressure boundary conditions may fail since the ideal gas law is not adequate for

such cases.

3.7.2 Gas-Surface Interaction Model

Since most engineering problems in rarefied gas flows involve gas-surface interaction

phenomena, a suitable boundary condition is required in order to obtain reliable

results from numerical simulations. The common gas-surface interaction models at

molecular level are: (1) specular, (2) diffuse, and (3) some combination of these.

In a specular reflection, molecules are reflected like a perfectly elastic sphere with

reversal of the normal velocity component and no change on the parallel components

and energy. In such a process the particles can only transfer normal momentum

to the surface. As a result, heat transfer and friction on the wall can not exist

in the specular model. Due to these properties, the specular reflection is usually

employed as a plane or axis of symmetry. On the other hand, in a diffuse reflection,

molecules are reflected equally in all directions, i.e., with an isotropic scattering,

usually with a complete thermal accommodation. Such an accommodation means

that the molecule reaches thermal equilibrium with the surface temperature during

the collision. The final velocity of the molecules is randomly assigned according to

a half-range Maxwellian distribution determined by the surface temperature.

Originally, the combination of diffuse reflection with specular reflection is called

Maxwell model (MAXWELL, 1879). In essence, this model assumes that a fraction f

of the incident molecules would adhere to the surface long enough to come to ther-

mal equilibrium with the surface and would be reflected diffusely in a completely

accommodating fashion according to a Maxwellian distribution corresponding to the

surface temperature. The remaining fraction (1− f) is assumed to reflect specularly

from the surface.

The Maxwell model was followed by the introduction of coefficients that describe the

degree of accommodation of the incident normal momentum, tangential momentum

and kinetic energy to those of the surface. In other words, these accommodation

coefficients may be considered as parameters that indicate the ability of incident
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molecules to adjust themselves, from a thermodynamic point of view, to the body

surface during the time that they are in contact. The traditional definition (SCHAFF;

CHAMBRE, 1958) for these coefficients is usually expressed as being:

αn =
pi − pr
pi − pw

(3.59a)

σt =
τi − τr
τi − τw

(3.59b)

αr =
ei − er
ei − ew

(3.59c)

where p, τ and e refer to the momentum flux acting normal and tangential to the

surface, and the energy flux to the surface, respectively. The subscripts i and r stand

for the incident and reflected components, and w refers to the component that would

be produced by a diffuse reflection at the surface temperature.

Data from many experiments show that molecules reflected from solid surfaces

present lobular distributions under high vacuum conditions and are poorly repre-

sented by the Maxwell model. However, this model is widely used because it satisfies

the principle of detailed balance or reciprocity. Detailed balance means that at equili-

brium every molecular process and its inverse process must be individually balanced.

A phenomenological model that satisfies detailed balance and has demonstrated im-

provement over the Maxwell model was proposed by Cercignani and Lampis (1971).

The Cercignani-Lampis (CL) model is based on the definition of the coefficients αn

and αt that represent the accommodation coefficients for the kinetic energy associ-

ated with the normal and tangential components of velocity, respectively.

The CL model provides a continuous spectrum of behavior from specular reflection

at one end to diffuse reflection with complete energy accommodation at the other

end, and produces physically realistic distributions of direction and energy for the re-

emitted molecules. Lord (1991a) demonstrated that the CL model is suitable for the

DSMC method, and described how to incorporate it into the DSMC procedures. The

DSMC method with Lord’s implementation is referred as the Cercignani-Lampis-

Lord (CLL) model. Figure 3.14 displays a schematic comparison of the Maxwell

reflection model and the CLL reflection model. The CL model has also been extended

for covering diffuse scattering with partial energy accomodation of the vibrational

modes for diatomic molecules modeled as simple harmonic oscillators (LORD, 1991b)

63



and as unharmonic oscillators (LORD, 1995).

(a) (b)

Figure 3.14 - Schematic drawing of the (a) Maxwell and the (b) CLL reflection models.

SOURCE: Santos (2007)

The CLL model is derived by assuming that there is no coupling between the normal

and tangential momentum components. The two adjustable parameters appearing in

the CLL model, αn and σt, are related to the translational energy normal component

and momentum tangential component, respectively. Nevertheless, in the implemen-

tation of the CLL model in the DSMC method, Bird (1994) has shown that it is

equivalent to specifying the normal αn and tangential αt components of the trans-

lation energy by assuming that σt lies between 0 and 1. The accommodation coeffi-

cient σt can also be considered as the fraction of molecules reflected diffusively. It is

also important to mention that in the CLL model the accommodation coefficient of

internal energy αr is allowed to be independent of the translational accommodations.

Accommodation coefficients depend on the fluid, surface material and surface rough-

ness. Previous studies determined σt experimentally to be within 0.2 and 0.8, where

the lower limit corresponds to exceptionally smooth surfaces while the upper limit

is typical in most practical surfaces. For instance, Arkilic (1997), by performing ex-

perimental measurements in microchannel flows, reported σt = 0.80 for nitrogen,

argon, and carbon dioxide in contact with a silicon crystal. Such a value is some-

what different from the typical value assumed in macroflows (σt = 1). In general,

this departure is significant when simulations of viscous effects on the microdevice

performance are required. Additional information about the impact of incomplete

accommodation in external-hypersonic and internal-microscale rarefied gas flows can
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be found in recent literature (SANTOS, 2007; SEBASTIãO; SANTOS, 2010a; SEBASTIãO;

SANTOS, 2010b).
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4 COMPUTATIONAL PROCEDURE

4.1 Micronozzle Geometry Definition

As mentioned in Section 1.4, the purpose of this work is to investigate the influence

of geometric aspects of the divergent nozzle part on the flow structure, aerodynamic

properties and performance of such a device. Herein, the divergent part is composed

of convex and concave surfaces linked by an inflection point, as previously shown

in Figure 1.9. Hence, different aerodynamic configurations are modeled by changing

the slope and curvature of these surfaces at the inflection point.

The geometry definition is also based on the fact that the micronozzles genarally have

rectangular cross-sections, and are employed in micronozzle layers or arrays (HORI-

SAWA et al., 2009; ZHAN et al., 2004). Figure 4.1(a) presents a typical array pattern of

convergent-divergent micronozzles. By focusing on the plane that crosses this array,

Figure 4.1(b) revels three similar profiles side by side, which are indicated by their

centerlines.

(a) (b)

Figure 4.1 - (a) Isometric view of a micronozzle array and (b) its two-dimensional repre-
sentation on the indicated plane.

Obviously, in order to perform DSMC simulations in this microdevice, a spatial

discretization must be applied in the flow region. As reported by Ivanov et al. (1999),

neglecting the plume region in micronozzle flows, i.e., simulating only the internal

flow, provides over-predicted results. With the external flow modeled, streamlines

in the plume diverge from the nozzle centerline to a far greater extent than those
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observed in the simulations that end at the exit section. By considering the plume,

near the nozzle lip, the abrupt expansion causes a much lower pressure along the wall

as well as the divergence losses results in less thrust. These effects are simulated by

including a buffer – external – region as depicted in Figure 4.2(a). Such a grid holds

particular symmetry between each nozzle and also along their centerlines. Therefore,

it is assumed that the study of a two-dimensional flow in the present micronozzle

array can be predicted by simulating only the regions pointed out in Figure 4.2(b)

with appropriate boundary conditions. Such a simplification yields a tremendous

computational saving.

(a) (b)

Figure 4.2 - (a) Schematic view of the computational grid for the entire micronozzle array
and (b) the simulated regions.

Additionally, it is also important to remark that the results obtained by the present

two-dimensional approach should be consistent as long as the neglected micronozzle

transversal dimension is much greater than the micronozzle throat and exit widths.

In this situation, the current two-dimensional simulations can be considered a cross-

section from the three-dimensional case extracted far enough from the flat wall,

making its presence negligible.

In order to allow a flexible grid for cell clustering, the flowfield is divided into an

arbitrary number of regions, e.g., the nine regions showed in Figure 4.3. In this

scenario, region 1 represents the inlet chamber, regions 2-3 the convergent part, re-

gions 4-7 the divergent part, and regions 8-9 the buffer zone. Due to the symmetry

assumptions, dimensions indicated by h mean a half size while the lengths are indi-

cated by L. The subscripts in, c, t, d, e and b refer to the inlet, convergent, throat,

divergent, exit and buffer sections, respectively.
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In this geometry, the convergent part is composed of a surface inclined by a half

angle θc that is tangent to a round shape of constant radius Rc. In analogous fashion,

the convex surface of the divergent part is described by a round shape of constant

radius Rd with slope θd at the inflection point. On the other hand, the concave

surface is described by a power-law shape that depends on a particular exponent n,

and constants A and B. As geometric constrains, at the exit section (x = Ld), the

concave surface must provide an exit divergent angle θe and a half exit size he that

are pre-defined for all cases. Finally, the buffer zone dimensions, hb and Lb, are

completely independent of the internal micronozzle design.

Figure 4.3 - Geometry definition of the computational domain.

Based on these arbitrary considerations, the functions fd1 and fd2 mentioned in Sec-

tion 1.4 to describe the convex (0 < x ≤ Ld1) and concave (Ld1 < x ≤ Ld) surfaces

in the divergent part are defined according to Equations 4.1 and 4.2, respectively.

Therefore, y′d1 and y′d2 represent a local slope for each surface, and y′′d1 and y′′d2 are

related to the local radius of curvature1.

fd1 = yd1 = ht +Rd −
(
R2
d − x2

)1/2
(4.1)

fd2 = yd2 = A (x−B)n (4.2)

The geometric constrains applied to express the divergent shape in a mathematical

1For a curve in the plane xy that can be written as y = f(x), the radius of curvature rc is given

by: rc =
[
1 + (f ′)

2
]3/2

/f ′′ (KLAF, 1956).
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form are listed below.

1) In the divergent surface, both the convex and concave functions must be

equal at the inflection point;

yd1 (Ld1) = yd2 (Ld1) (4.3)

2) At the inflection point, the ratio between the slope of the concave to the

convex surface must be equal to the parameter αg;

αg =
y′d2 (Ld1)

y′d1 (Ld1)
(4.4)

3) Similarly, the absolute value of the ratio between the second derivatives,

which are related to the radius of curvature, must be equal to the para-

meter βg at the inflection point;

βg =

∣∣∣∣y′′d2 (Ld1)

y′′d1 (Ld1)

∣∣∣∣ (4.5)

4) At the exit section, the divergent shape must provide a given half size he;

yd2 (Ld) = he (4.6)

5) At the exit section, the surface slope must be equal to a given angle θe;

y′d2 (Ld) = tan θe (4.7)

In this stage, for given values of αg and βg in addition to the known (unbracketed)

variables in Figure 4.3, the unknown (bracketed) variables can be determined by

Equations 4.1-4.7. In other words, αg and βg are the geometric parameters that

control the divergent shape. Moreover, with such a strategy, it is allowed to keep all

known variables in Figure 4.3 with the same values and to obtain different geometric

configurations by only combining the values αg and βg.

By employing the definitions of αg and βg, Table 1.2 can be rewritten with specific va-

lues that are in fact applied in the present study. These values are listed in Table 4.1.
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In group A cases, both convex and concave surfaces have the same slope at the inflec-

tion point (αg = 1.0), which means a smooth transition in this vicinity. In contrast,

the divergent surface is discontinuous in the other groups. For B and C groups, at the

inflection point, the concave surface is abruptly turned away (αg = 2.0) and turned

back (αg = 0.5) from the symmetry plane, respectively. Moreover, the condition for

the radius of curvature is varied by changing βg in all groups. Finally, in order to

perform comparisons, the geometry A1 is arbitrarily selected as the reference case.

Table 4.1 - Geometric configurations at the inflection point.

Case Condition at the Inflection Point

Group Number yd2/yd1 αg βg

1 1.0

A 2 1.0 1.0 2.0

3 0.5

1 1.0

B 2 1.0 2.0 2.0

3 0.5

1 1.0

C 2 1.0 0.5 2.0

3 0.5

Furthermore, Table 4.2 summarizes the arbitrary variables used in the geometry

definition. These values are somewhat based in previous works (ALEXEENKO et al.,

2005; BAYT; BREUER, 1998; HAO et al., 2005; LIU et al., 2006; PIEKOS; BREUER, 1996)

and are normalized by the half throat size ht, equal to 10µm. In order to decouple the

influence of these variables on the flowfield structure, they are kept with the same

value for the all nine simulated cases. The convergent θc and the exit divergent θe

angles are set as 30 and 10 degrees, respectively.

Table 4.2 - Common geometric definitions.

hin/ht he/ht hb/ht Lin/ht Lb/ht Rc/ht Rd/ht

2.00 3.50 5.00 0.25 5.00 2.00 5.00
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For illustration purposes, Figure 4.4 depicts the differences between the geometric

configurations defined in Tables 4.1 and 4.2. These comparisons are made in terms of

the groups – A,B and C – and for clarity only the uncommon geometries are shown.

Furthermore, the region near the inflection point is zoomed in order to better illus-

trating the meaning of variables αg and βg. In this group of plots, the coordinates X

and Y represent the lengths x and y normalized by the half throat size ht, respec-

tively.

Finally, for each case, the uncommon geometric data are listed in Table 4.3. Since

the convex and concave surfaces are described by different functions and the para-

meter αg can assume values different of unity, the angle θd of the convex (x→ L−d1)

and concave (x→ L+
d1

) surfaces can also be different. Hence, the angles θd1 and θd2

are defined by Equations 4.8a and 4.8b, respectively.

tan θd1 = y′d1 (Ld1) (4.8a)

tan θd2 = y′d2 (Ld1) (4.8b)

Table 4.3 - Additional geometric definitions.

Ld1/ht Ld/ht Ld1/Ld θd1 θd2 n

Case A1 2.4687 9.0923 0.2715 29.587◦ 29.587◦ 0.3910
Case A2 3.0642 7.6375 0.4012 37.768◦ 37.768◦ 0.2659
Case A3 1.9766 10.3530 0.1909 23.286◦ 23.286◦ 0.5052

Case B1 1.2430 10.1960 0.1219 14.395◦ 27.173◦ 0.5088
Case B2 1.5924 9.3738 0.1699 18.571◦ 33.889◦ 0.4329
Case B3 0.9832 10.9760 0.0896 11.411◦ 21.923◦ 0.5831

Case C1 3.8764 6.0543 0.6403 50.830◦ 31.538◦ 0.1431
Case C2 4.1036 5.2035 0.7886 55.157◦ 35.688◦ 0.0711
Case C3 3.4945 7.4392 0.4697 44.339◦ 26.040◦ 0.2650
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Figure 4.4 - Geometric differences between group A (top), B (middle) and C (bottom)
cases.
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4.2 Physical Models and Working Fluid

As discussed in Section 2.3, different methods can be applied to describe rarefied

flows, each one with a particular degree of complexity. The Boltzmann equation ex-

presses the fundamental physical principles present in most gas flows. However, due

to mathematical difficulties, the solution for the Boltzmann equation is not feasible

for a wide range of cases. In order to overcome these difficulties, the DSMC method

has become a reliable computational technique for modeling complex transitional

flows of engineering interest. Among others, typical problems include high altitude

rocket plumes, MEMS, spacecraft propulsion, reentry vehicles, etc.

In the present work, the DSMC computational code employed is based on the

same physical concepts described by Bird (1994). The molecular collision kine-

tics is modeled by the variable hard sphere (VHS) model (BIRD, 1981) and the no

time counter (NTC) collision sampling technique (BIRD, 1989) described in Chap-

ter 3. Energy exchange between kinetic and internal modes – vibration and ro-

tation – is controlled by the phenomenological Borgnakke-Larsen (BL) statistical

model (BORGNAKKE; LARSEN, 1975). Simulations are performed by considering a

nonreacting gas model consisting of two chemical species, N2 and O2.

For a given collision, the probability of an inelastic event is defined by the inverse of

the relaxation collision number, which corresponds to the number of collisions, on

average, for a molecule to undergo relaxation. The probability of an inelastic colli-

sion determines the rate at which energy is transferred between the translational and

internal modes after a collision. In this sense, constant relaxation collision numbers

of 5 and 50 are used for the calculations of rotation and vibration, respectively. In

addition, the BL mechanism of translational-vibrational energy exchange is imple-

mented in its quantum version by considering a simple harmonic oscillator (SHO)

model.

The viscosity coefficient µin and the mean free path λin of the inlet gas flow are

determined by considering the VHS model (BIRD, 1983) with viscosity indexes ω

equal to 0.74 and 0.77 for N2 and O2, respectively. Table 4.4 summarizes the main

physical properties of the working fluid employed in this work.

As shown in Figure 4.3, the convergent part of the micronozzle is simulated in order

to reproduce a correct velocity, pressure and temperature distributions in the throat
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section. Additionally, a buffer zone is introduced to provide a more realistic pressure

adjustment and to avoid any influence from the downstream boundary conditions

on the region of interest, i.e., the divergent part. For cell clustering purposes, the

simulated domain is divided into nine regions. The regions are further subdivided

into computational cells, and cells are then subdivided into subcells. In this fashion,

the cell provide a convenient reference sampling of the microscopic properties, while

the collision partners are preferably selected from the same subcell for the establish-

ment of the collision rate. Each cell has its own time step ∆t and scaling factor FN ,

which indicates the number of real molecules represented by a simulated molecule.

Table 4.4 - Physical properties of the working fluid.

Parameter Value Unit

Working fluid N2+O2

Molecular weight 28.96 kg/kmol
Molecular mass N2 4.650× 10−26 kg
Molecular mass O2 5.312× 10−26 kg
Molecular diameter N2 4.110× 10−10 m
Molecular diameter O2 4.010× 10−10 m
Molar fraction N2 0.237
Molar fraction O2 0.763
Viscosity index N2 0.74
Viscosity index O2 0.77
Degrees of freedom N2 5 to 7
Degrees of freedom O2 5 to 7

A schematic view of the computational domain is showed in Figure 4.5. Accord-

ing to this figure, the simulated domain is composed of six boundary types. The

boundaries I and II represent the internal and external surfaces of the micronozzle,

respectively. Diffuse reflection is the physical treatment applied to each molecule

that interacts with these surfaces. Due to the symmetry assumptions discussed in

Section 4.1, the boundaries III and IV are treated as symmetry planes, where there

are no normal gradients. In such a model, the normal velocity component of the re-

flected molecules is reversed, while the parallel components remain unchanged. The

sides V and VI represent the upstream and downstream inflow boundaries discussed

in Subsection 3.7.1. As an initial conditional, the inlet velocity uin is predicted ana-

lytically by assuming an one-dimensional, steady and isentropic compressible flow.
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This value is determined in a such manner that sonic conditions are obtained in

the throat region. Both the upstream and downstream boundary conditions are de-

scribed in terms of pre-defined pressures values.

The grid generation procedures, the analysis of the time and spatial discretizations

as well as the impact of the number of simulated molecules on the numerical results

are discussed in the next chapter.

Figure 4.5 - Schematic view of computational domain and boundary conditions.

4.3 Flow Conditions

Based on Figures 4.3 and 4.5, the main geometric and flow parameters can be sum-

marized as the expansion area ratio ht/he, the exit divergent angle θe, the surface

temperature Tw, the back pressure pb, the pressure pin and temperature Tin in the in-

let boundary. According to the continuum approach, the expansion area ratio ht/he

and expansion pressure ratio pin/pb determine the mass flux across the nozzle. For

the all investigated cases, the flow is choked near the throat. In this sense, the flow-

field structure can be affected by geometry parameters and also compressibility and

rarefaction effects, gas-surface interactions, surface temperature, etc. However, the

two latter influences are beyond the focus of this work.

The present study is focused on the geometric influence of the divergent part on the

flow structure. As listed in Table 4.1, this influence is studied by simulating different

geometric configurations at the inflection point. The flow conditions employed are

somewhat based on values that are commonly observed in practical applications and

numerical simulations for cold gas propulsive systems (ALEXEENKO et al., 2002a;

76



BAYT; BREUER, 2001b; HAO et al., 2005; TITOV et al., 2008).

Table 4.5 presents the main properties of the inlet gas flow as well as the flow

conditions in the external environment. The inlet pressure pin is assumed equal to

100 kPa and the back pressure pb equal to 5 kPa, which correspond to an expansion

pressure ratio pin/pb equal to 20. The temperature of the inlet gas Tin and surfaces Tw

are equal to 300 K.

By assuming the throat size (2ht) as the characteristic dimension and taking the

inlet mean free path λin, the overall Knudsen Knin and Reynolds Rein numbers

are approximately equal to 0.0027 and 150, respectively. It is worthwhile to observe

that the thermodynamic properties change along the micronozzle. Then, based on

the throat size and exit conditions, the overall Knudsen and Reynolds numbers are

approximately 20 times greater and 10 times smaller than Knin and Rein, respec-

tively. Such a wide range of Knudsen values in addition to possible regions away

from thermal equilibrium justify the molecular approach employed in the present

study.

Table 4.5 - Flow conditions.

Parameter Value Unit

Inlet pressure (pin) 100 kPa
Back pressure (pb) 5 kPa
Inlet temperature (Tin) 300 K
Surface temperature (Tw) 300 K
Inlet density (ρin) 1.161 kg/m3

Inlet number density (nin) 2.414×1025 m−3

Inlet viscosity (µin) 1.703×10−5 Pa×s
Inlet mean free path (λin) 5.423×10−8 m
Inlet overall Knudsen (Knin) 0.0027
Inlet overall Reynolds (Rein) 150
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5 VERIFICATION AND VALIDATION PROCESSES

The application of a numerical method to solve practical problems requires a reliable

way to estimate the accuracy of such solutions. In this scenario, before performing

simulations in order to obtain particular results, it is necessary to submit such a

numerical code to verification and validation processes (OBERKAMPF; TRUCANO,

2002). These processes estimate the reliability of the numerical method for a specific

application. The verification stage evaluates whether the numerical procedures or

equations are solved correctly. On the other hand, the validation stage examines if

the problem is modeled correctly from a physical point of view. In the DSMC context,

the verification is related to three main sources of errors: (i) spatial discretization,

(ii) time discretization, and (iii) number of simulated particles per cell. For particular

test cases, the validation strategy consists in comparing the results obtained by the

present code with other results – numerical, analytical or experimental – available in

the literature. In the next sections, the verification and validation processes applied

in the present study will be discussed in detail.

5.1 DSMC Requirements

It is well known that the DSMC method has become a reliable and efficient kinetic

approach to study rarefied gas flows with a significant degree of nonequilibrium. In

such a method, a computational grid of cells is applied to represent the physical

domain to be studied. These cells are employed to simulate collisions and sample

local microscopic properties.

Most problems of engineering interest generally involve complex geometries with

curved surfaces. As a result, a conventional Cartesian grid may be inappropriate to

describe such flowfields. However, alternative schemes for grid generation demand

additional computational cost besides sophisticated particle tracking procedures. In

this way, the DSMC performance is highly dependent on the grid strategy employed.

In order to enhance the computational performance and allow a cell clustering ac-

cording to local flow conditions, different grid schemes have been developed. In

essence, there are two types of grid: (1) structured and (2) unstructured. The tech-

niques for grid generation may also be classified as (i) algebraic methods, (ii) partial

differential methods, or (iii) conformal mapping based on complex variables. Fur-

thermore, the grid system may be categorized as (a) fixed or (b) adaptive. Evidently,
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each strategy for grid generation provides particular advantages, e.g., high computa-

tional efficiency, variable cell sizes according to local flow gradients or the mean free

path and so on. Additional detail for different grid schemes are presented by Nance

et al. (1997) and Wilmoth et al. (1996).

In the DSMC context, two strategies for grid generation have been widely employed –

unstructured body-fitted and sophisticated Cartesian grids – for different purposes.

Among the many contributions, it is worthwhile to point out the body-fitted grid pro-

gram proposed by Wilmoth et al. (1996), the transfinite interpolation method (OLYN-

ICK et al., 1989), and the Cartesian grid codes with multi-level cells (BIRD, 1990) or

with cell self adaptation (RAULT, 1994).

As aforementioned in Section 3.1, there are three fundamental requirements in

DSMC method: (1) the cell size must be smaller than the local mean free path,

(2) the time step must be smaller than the local mean collision time, and (3) the

number of simulated molecules per cell must be high enough to avoid significant sta-

tistical fluctuations in the sampling process. The second requirement is related to a

primary assumption employed in the DSMC method, where the molecular movement

in a dilute gas can be decoupled from the intermolecular interactions if a sufficient

small time step is used.

In order to correctly simulate intermolecular collisions, the cell sizes must be smaller

than a third of the local mean free path. Such a requirement is even more important

in the direction of strong gradients, e.g., in the direction normal to body surfaces or

through shock waves. This is due to fact that in some regions, for instance near the

surface, the cell size must be sufficiently small to reproduce the physical process in

an accurate manner. If the cell sizes near the surface are excessively large, molecules

far away from the surface can transfer momentum and energy to such a surface.

This behavior may lead to inappropriate predictions of the aerodynamic forces on

and heat flux to the body surface. In this scenario, the cell size must vary according

to the local gradients and mean free path.

The selection of a time step smaller than the local mean collision time is required

to allow a consistent uncoupling between the molecular movement and collisions. In

addition, the time step must be small enough to avoid particles crossing more than

one cell during a single time increment. As reported in Section 3.1, within each cell,

this condition allows particles to collide each other performing a realistic transfer of
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momentum and energy. Finally, simulation results are independent of the time step

as long as the time step and cell size requirements are respected.

The number N of simulated particles per cell influences on different parameters –

reproduction of a correct collision rate, mean separation distance, statistical fluc-

tuations and computational efficiency – as discussed in Section 3.1. Moreover, the

total number of simulated particles and cells are strongly related to the statistical

correlations between these particles. A significant level of statistical dependence, or

particle correlations, means that the molecular chaos hypothesis, which is a fun-

damental assumption in molecular approach, is no longer valid. Since the DSMC

method employs a finite number of particles, the number of collision pairs per cell

is also limited and the probability of repeated collisions1, which is related to N ,

may be fairly high. Such a phenomenon is physically impossible and results in high

statistical dependence of the results on N . A practical to estimate these errors is to

vary the number of simulated particles and cells until the DSMC solution does not

change any longer. More detailed investigations about statistical correlations can be

found in the available literature (IVANOV et al., 1989; IVANOV; GIMELSHEIN, 2003;

SHEVYRIN et al., 2005).

In order to efficiently simulate the flow physics using a statistical modeling, a mi-

nimum value of N is necessary. In general, 20 to 30 simulated particles per cell is

an acceptable number for DSMC computations. Notwithstanding, the number den-

sity may vary several orders of magnitude within the flowfield. Hence, maintaining

an uniform distribution of simulated particles may be a difficult task, i.e, setting

N as a constant in the entire computational domain. As pointed out by Kannen-

berg and Boyd (2000), the number of simulated particles per cell varies inversely

with the number density for two- and three-dimensional DSMC simulations. This

counter-intuitive result means that high density regions contain a small number of

simulated particles and vice-versa. Since the most physical processes occur in high

density regions, e.g., collisions and reactions, it is primordial that N satisfies the mi-

nimum requirements in such regions. The large variations of N within the simulated

domain can be overcome with a variable scaling factor FN . This parameter indicates

the number of real particles represented by a simulated one.

In this sense, since the computational domain is divided into cells, a different time

step ∆t and scaling factor FN can be set for each cell. Employing a DSMC grid with

1Subsequent collisions between the same pair of particles.

81



cell sizes, time steps and scaling factors, that vary according to the local gradients

and mean free path, yields a significant reduction in the total number of simulated

particle as well as an improved spatial resolution. As a result, the DSMC efficiency

increases and the computational effort is balanced within the simulated domain. It

is worthwhile to highlight that, although the time step and scaling factor vary across

cells, the ratio FN/∆t must be the same for all domain. This requirement assures

that the mass flux across the cell boundaries is conserved (OLYNICK et al., 1989).

Another important parameter in the DSMC method is related to the total num-

ber NS of samples extracted from each cell. Since the macroscopic properties are

obtained from averages, one measure of the quality of a DSMC solution is deter-

mined by the statistical scatter dependence on NS. A given sample may be generated

by simulating a large number of particle for a short period of time or a small num-

ber of particles for a large period of time. According to Bird (1976), both schemes

provide the same results. As shown in Section 3.5 for the NTC scheme, the com-

putational time is proportional to the number N of simulated particles per cell. In

this way, it is preferable to use a minimum value of N because such a situation

requires a smaller amount of computer memory, while the computational effort and

statistical scatter remain the same (FALLAVOLLITA et al., 1993). The acceptable level

of statistical scatter depends on the simulation purpose.

Finally, previous studies investigated the dependence of the DSMC numerical ac-

curacy on the cell size (ALEXANDER et al., 1998; ALEXANDER et al., 2000), on the

time step (GARCIA; WAGNER, 2000; HADJICONSTANTINOU, 2000) as well as on the

number of particles per cell (SHU et al., 2005). On the other side, the two main com-

putational limitations in the DSMC method – run time and storage – were examined

by Rieffel (1999) for rarefied gas flows.

5.2 Grid Generation

In the present investigation, the grid generation strategy is based on the same scheme

presented by Bird (2006) in the DSMC code named as DSG2. In this scheme, the

computational domain is divided into an arbitrary number of regions. Each region

is composed of four sides, where two sides can be straight or curved and the other

two sides must be straight, e.g., the nine regions in Figure 4.5. Then, along the

boundaries of each region, points are distributed in a such manner that the number

of points in the opposite sides is equal. These correspondent points are connected by
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straight segments to form quadrilateral cells. The point clustering can be determined

by different algebraic functions (HOFFMANN; CHIANG, 2000), what allow a higher

point density in desired positions. Since this strategy is applied independently for

each region, complex flowfield structures can be predicted according to the DSMC

requirements in an efficient manner.

5.3 Adaptive and Optimization Procedures

The computational procedure employed for the grid adaptation is basically composed

of the following steps:

1) A computational grid is generated based on the inlet and estimated outlet

gas flow;

2) The scaling factor FN and time step ∆t values are defined for each

cell according to the DSMC requirements and subject to the condition

that FN/∆t has the same value in every cell;

3) The parameters – FN and ∆t – are iteratively modified as the flow evolves

within the simulated domain until each cell contains, on average, the de-

sired number of simulated particles;

4) For the entire flowfield, all DSMC requirements are verified. If within any

cell these conditions are not satisfied, the grid adaptation procedure – steps

1, 2 and 3 – is restarted for a more appropriate spatial discretization.

In addition, the present DSMC algorithm is partially using the shared memory paral-

lelization routines from OpenMP. All these improvements increase computational

performance and attain the DSMC requirements.

5.4 Verification Test Case

As presented in Section 4.1, different aerodynamic configurations are modeled by

changing the slope and radius of curvature at the inflection point of the divergent

micronozzle part. For comparison purposes, a geometry with smooth divergent sur-

face – case A1 – is defined as the reference case. Hence, the gas flow in the micronozzle

with A1 geometry is the subject of the verification process. The flow properties and

boundary conditions employed for such simulations are the same ones previously

presented in detail in Chapter 4.
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Based on the selected geometry, case A1, the simulated domain contains approxi-

mately a length of 165 µm. The inlet mean free path λin is equal to 5.423 ×10−8 m

and the pressure ratio pin/pout is equal to 20. Under these conditions, a mean free

path in the external flow of 20λin is expected. Moreover, the convergent-divergent

geometry naturally changes the pressure levels, and consequently λ, inside the mi-

cronozzle. Thus, a grid based only on λin would need more than 3200 cells in the

x-direction while a grid based only on the mean free path of the external flow would

need about 160 cells in the same direction. As a result, it is clear that a grid with

variable cell size in x- and y-directions is necessary.

Since the present work is focused on studying the divergent part of the micronozzle,

the DSMC requirements in such a region must be rigourously respected. In order to

attain these requirements, a computational grid with appropriate cell clustering is

employed. The distribution of cells is tabulated in Table 5.1 for each one of the nine

regions in Figure 4.5 that compose the computational domain. This grid contains

57,065 cells and is defined as the standard grid. Besides such a grid, alternative

spatial discretizations, named as coarse and fine grids, are applied to investigate the

influence of the grid resolution on the numerical results.

5.4.1 Spatial Discretization Effects

The impact of the grid resolution on the computational results plays an important

role in the present work. An excessively coarse resolution can significantly reduce the

accuracy in the prediction of aerodynamic forces on and heat flux to the body surface

as well as in the flowfield distribution. In this fashion, the skin friction, pressure and

heat transfer coefficients in addition to profiles of macroscopic quantities are used

as representative parameters in the investigation of grid resolution effects.

These effects are investigated in order to determine the number of cells in each direc-

tion required to achieve grid independent solutions. Grid independence is examined

by running the calculations with different number of cells in x- and y-directions

compared to the standard grid. The effect of altering the cell size in the x-direction

is analyzed for coarse and fine grids with, respectively, 50% less and 50% more cells

with respect to the standard grid, while the number of cells in the y-direction is kept

the same. In the x-direction, an intense cell clustering is applied in the inlet region

in a such manner that cell size increases in downstream direction. Table 5.1 presents

the number of cells employed in each computational region for coarse, standard and
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fine grids.

Table 5.1 - Cell distribution – direction x versus y – applied in the verification process.

Coarse (x) Coarse (y) Standard Fine (x) Fine (y)

Region 1 4 × 290 8 × 145 8 × 290 12 × 290 8 × 435
Region 2 17 × 265 35 × 132 35 × 265 52 × 290 35 × 397
Region 3 12 × 215 25 × 107 25 × 215 37 × 215 25 × 322
Region 4 17 × 215 35 × 107 35 × 215 52 × 215 35 × 322
Region 5 7 × 190 15 × 95 15 × 190 22 × 190 15 × 285
Region 6 19 × 190 38 × 95 38 × 190 57 × 190 38 × 285
Region 7 25 × 190 50 × 95 50 × 190 75 × 190 50 × 285
Region 8 25 × 190 50 × 95 50 × 190 75 × 190 50 × 285
Region 9 25 × 70 50 × 35 50 × 70 75 × 70 50 × 105
#Cells 28,090 28,485 57,065 85,155 85,550

The left column in Figure 5.1 depicts the influence of varying the number of cells in

the x-direction on the skin friction Cf , pressure Cp and heat transfer Ch coefficients

along the micronozzle internal surface. In such plots, the X-coordinate stands for the

length x normalized by the half throat size ht. In essence, as observed in Figure 5.1,

the mentioned coefficients are not affected by altering the grid resolution in the

x-direction.

In analogous fashion, an examination is made in the y-direction with a coarse and

fine grids with, respectively, 50% less and 50% more cells than the standard grid,

while the number of cells in the x-direction is kept the same. In the y-direction, cell

clustering is used near solid surfaces where the gradients are usually more intense.

According to the right column in Figure 5.1, the effect of changing the cell size in

the y-direction on Cf , Cp and Ch is rather insensitive to the range of cell spacing

considered.

The grid resolution impact on the flowfield structure is also analyzed by plotting pro-

files of macroscopic properties. Different velocity, pressure, temperatures and density

profiles are calculated, although not shown, for this verification process. For brevity,

only three pressure profiles – normalized by pin – for cross-sections along the mi-

cronozzle are shown. This choice is based on the fact that pressure profiles presented

the larger variations in comparison to other properties. Figure 5.2 illustrates these
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Figure 5.1 - Influence of varying the number of cells in the x (left column) and y (right
column) directions on the skin friction (top), pressure (middle) and heat trans-
fer (bottom) coefficients.
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Figure 5.2 - Influence of varying the number of cells in the x (left column) and y (right
column) directions on the pressure distribution for section X = −1.8 (top),
XLd = 0.0 (middle) and XLd = 1.0 (bottom).

87



variations for convergent (X = −1.8), throat (XLd = 0.0) and exit (XLd = 1.0) sec-

tions, where XLd refers to the x-coordinate normalized by the length of the divergent

region Ld (Figure 4.3).

Therefore, the results presented in Figures 5.1 and 5.2 indicate that the standard

grid, with a total of 57,065 cells, is essentially grid converged according to a graphical

profile analysis.

5.4.2 Time Discretization Effects

Similarly to the investigation of grid resolution effects, an examination of the

time discretization is made. The present analysis is performed using the reference

case with standard grid that originally employs a reference time step ∆tref equal

to ∆tmin/16. The parameter ∆tmin represents the minimum value between the mean

collision time and the mean residence time (Section 5.1) computed within the entire

simulated domain when steady state is achieved. Due to the adaptive procedures

mentioned in Section 5.3, the local time step can be somewhat different from ∆tref

but still respecting the DSMC requirements. At this point, it is just important to

keep in mind that the real mass flux across the cell boundaries is defined according

to the reference time ∆tref .

In this context, in order to quantify the impact of different reference time steps on

the DSMC solution, two variations of the reference case with standard grid are inves-

tigated. In such new cases the parameter ∆tref is set equal to ∆tmin/4 and ∆tmin/64.

For the present conditions, the left column in Figures 5.3 and 5.4 illustrates that the

solutions are essentially independent of the time step as long as ∆tref 6 ∆tmin/16.

Thus, it is verified that a reference time step equal to ∆tmin/16 attains the require-

ments for the reference case analyzed.

5.4.3 Particle Number Effects

Additional effort is dedicated to estimate the influence of the number of simulated

particles on the solution. The standard grid examined in Subsections 5.4.1 and 5.4.2

corresponds to approximately 1,200,000 simulated particles when the steady state is

achieved. By using this same grid, two other simulations are run with different num-

ber of particles. These new cases correspond to approximately 600,000 and 1,800,00

simulated particles within the computational domain. The effects of such variations

on skin friction, pressure and heat transfer coefficients as well as on the pressure
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ratio distribution are demonstrated in the right column of the Figures 5.3 and 5.4.

Basically, these three cases presented the same results for the investigated properties.

Hence, the standard grid with a total of 1,200,000 particles is considered sufficient

for the computation of the flowfield and aerodynamic properties.

5.4.4 Sample Number Effects

As discussed in Section 5.1, the level of statistical scatter in a DSMC solution is

strongly related to the total number NS of samples extracted from each cell. Hence,

for a particular problem, it is important to determine the value of NS that pro-

vides an acceptable scatter. In the previous subsections, all simulations were per-

formed with 200,000 samples per cell. In this sense, it is necessary to verify if this

value is sufficient to yield a small fluctuation level. For this purpose, the reference

case with a standard grid and approximately 1,200,00 simulated particles is run

for 20,000 and 100,000 samples. Figure 5.5 revels an excessive scatter for 20,000 sam-

ples while for 100,000 samples the results show a considerable improvement. When

NS is increased to 200,000, the statistical scatter is further reduced, but only by a

small factor. Based on these results, NS equal to 200,000 is a feasible value that can

provide acceptable fluctuation level for the case investigated.
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Figure 5.3 - Influence of varying the reference time step (left column) and the number of si-
mulated molecules (right column) on the skin friction (top), pressure (middle)
and heat transfer (bottom) coefficients.
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Figure 5.4 - Influence of varying the reference time step (left column) and the number
of simulated molecules (right column) on the pressure distribution for sec-
tion X = −1.8 (top), XLd = 0.0 (middle) and XLd = 1.0 (bottom).
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Figure 5.5 - Influence of varying the number of samples on the aerodynamic properties (left
column) and pressure distribution (right column).
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5.5 Validation Test Case

The main idea of this validation process is to examine if a particular internal gas

microflow simulated is correctly modeled, from a physical point of view, by the

present DSMC code. For such a purpose, this algorithm is employed to solve a test

case that has experimental and/or alternative numerical solutions available in the

literature. Then, these different solutions are compared in order to analyze possible

deviations.

The test case used to validate the current DSMC implementation is based on the

experimental-numerical study carried out by Hao et al. (2005). In their work, expe-

riments on a micronozzle with rectangular cross-section were conducted to measure

the mass flow rate and pressure distributions near the throat under different outlet

pressures. Moreover, temperature and Mach number distributions along the cen-

terline for various nozzle scales and outlet conditions were obtained numerically

through the two-dimensional compressible Navier-Stokes (NS) equations with slip

condition. Fortunately, these experimental results have been reproduced using dif-

ferent numerical methods, e.g., DSMC (LAN, 2009; XIE, 2007), NS equations with

slip condition (HAO et al., 2005; SAN et al., 2009; XIE, 2007), argumented Burnett

equations (SAN et al., 2009) and relaxation time Monte Carlo (RTMC) method with

multiple translational temperature (MTT) model (LAN, 2009). Since the data and

assumptions employed in each method are available in the literature, the subsequent

discussions are limited only to necessary details.

In the experimental test case (HAO et al., 2005), the baseline configuration consisted

of a micronozzle with half throat size ht of 10 µm, expansion area ratio of 1/1.7

and depth of 120 µm. This microdevice was fabricated with silicon wafers and

tested in a clean room. Air was the working fluid employed in the experiments

such that its properties are essentially the same as presented in Table 4.4. In a

similar fashion, except for the back pressure pb that was varied for each test, the

experimental flow conditions were exactly the same as those listed in Table 4.5,

i.e., pin = 100 kPa, Tin = 300 K, Tw = 300 K and so on.

The geometry definition and boundary conditions used in the present DSMC simu-

lation are illustrated in Figures 5.6 and 5.7. Table 5.2 shows all dimensions nor-

malized by the half throat size ht. According to this data, the convergent θc and

the exit divergent θe angles are equal to 25.6 and 4.2 degrees, respectively. Since
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the experiments involved a single micronozzle, it is important to observe that the

computational boundary III is treated as a downstream inflow boundary, while the

other boundaries remain with the same treatment adopted in Section 4.2. Here, it is

also worthwhile to remark that the solid surfaces – boundaries I and II – are treated

as diffuse.

Figure 5.6 - Geometry definition of the computational domain for the validation case.

Table 5.2 - Additional geometric definitions for the validation case.

hin/ht he/ht hb/ht Lin/ht Lc/ht Ld/ht Lb/ht

3.40 1.70 3.70 0.50 5.00 9.50 5.00

Figure 5.7 - Schematic view of computational domain and boundary conditions for the
validation case.

In the present two-dimensional simulations, the same verification process (not

shown) discussed in Section 5.4 is applied in order to define the grid resolution,

time step, number of molecules and number of samples related to the DSMC re-

quirements. The inlet pressure is kept at 100 kPa, while the back pressure pb is set
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equal to 10 kPa, 40 kPa, 70 kPa and 90 kPa, for each case. These four different values

of back pressure are selected for comparisons with the aforementioned experimental

results. For such cases, the results are expressed in different ways as illustrated in

Figures 5.8, 5.9 and 5.10. In this set of plots, the X- and Y -coordinates stand for

the lengths x and y normalized by the half throat size ht, respectively.

In Figure 5.8, Mach, pressure and translational temperature distributions along the

centerline are exhibited for different values of pb. The more intense changes in these

properties occur for pb equal to 10 kPa and 40 kPa, which induces steady supersonic

flows in the divergent part. The pressure distributions also revel that the present

pressure adjustment, discussed in Subsection 3.7.1, provides a satisfactory agree-

ment with the pre-defined values, pin and pb, in the vicinity of the upstream and

downstream boundaries, respectively. Small deviations of these values are observed

only for pb equal to 10 kPa. Such errors may be related to high rarefaction degree

and nonequilibrium conditions near the downstream boundary, where the ideal gas

assumption may be inappropriate. Nevertheless, since the external flow is super-

sonic, such departures are restricted to small distances and do not affect the region

of interest, i.e., the divergent surface.

Turning next to Figure 5.9, the mass flow rate through the throat is described

as a function of the pressure difference ∆p, where ∆p = pin − pb. The quasi-one-

dimensional continuum isentropic solution (ANDERSON, 1990; SAAD, 1993; SHAPIRO,

1954) provides an analytical reference for the mass flow rate and Mach number

distributions. As expected, the flow becomes choked for large pressure differences.

In addition, due to viscous effects, the experimental and numerical results present

a lower mass flow rate in comparison to those for the isentropic case. Besides the

throat position (X = 0.0), the average pressure along upstream (X = −1.8) and

downstream (X = 2.2) cross-sections are also shown.

Additionally, Figure 5.10 compares the Mach number distribution along the cen-

terline with that obtained by NS and isentropic solutions. As observed, the Mach

distribution is overpredicted by the isentropic solution in the divergent part, where

the neglected viscous effects are more intense. The present DSMC solution extends

to X ≈ 15.0 due to the buffer zone, which was not considered in the other solutions.

The present solutions are compared with the experimental measurements and/or

other numerical solutions. Assuming the uncertainty of the experimental data to
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Figure 5.8 - Mach number (top), pressure (middle) and translational temperature (bot-
tom) distributions along the centerline (Y = 0.0) for different back pres-
sures pb.
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Figure 5.9 - Comparisons of experimental results versus numerical results for the mass
flow rate (top), and average pressure along upstream (middle) and down-
stream (bottom) cross-sections.
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Figure 5.10 - Comparison of the present DSMC solution versus NS and isentropic solutions
for the Mach number distribution along the centerline.

be approximately 3% (HAO et al., 2005), the results indicate, in general, a good

agreement between different approaches. In this sense, for the analyzed test case, it

is verified that the current DSMC code reproduces with sufficient accuracy, mainly

in the divergent surface, the real physical behavior.
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6 COMPUTATIONAL RESULTS

Since the present simulations are carried out over a wide range of conditions and

properties, it proves worthwhile to summarize the main results. In this case, the

purpose of this chapter is to discuss and compare influences on the flowfield structure,

aerodynamic surface properties as well as micronozzle performance due to variations

of the geometric parameters αg and βg, i.e., variations of the micronozzle divergent

shape. As long as suitable, comparisons between typical rarefied and continuum

behaviors are made.

6.1 Flowfield Structure

This section explores the primary macroscopic properties computed from the

DSMC results. For the present account, properties of particular interest are velo-

city, density, pressure and temperature. In addition, in order to map nonequilibrium

regions, the Knudsen number distribution is presented. Velocity and density are fun-

damental dynamic quantities that do not dependent on the assumption of thermal

equilibrium, such as pressure and temperature. Thus, for the same dynamic aspect,

equilibrium or nonequilibrium thermodynamic features arise due to the thermal be-

havior of the gas. Hence, velocity – expressed in terms of the Mach number – and

density are examined first, followed by pressure, temperature and Knudsen number

distributions.

6.1.1 Mach Number Field

Due to the statistical nature of the DSMC method, the macroscopic properties are

obtained from local averages of the microscopic quantities, i.e., averages within the

computational cells. Therefore, the local stream macroscopic velocity vector is given

by the following expression:

c0 =
mc

m
=

∑N
j=1mjcj∑N
j=1mj

(6.1)

where m, and c refer to the mass and molecular velocity vector, respectively, and

N is the total number of simulated molecules computed within the respective cell

during the simulation.

As aforementioned in Subsection 3.7.1, the molecular velocity is composed of a lin-
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ear combination of the macroscopic and peculiar velocities, i.e., c = c0 + c′. Conse-

quently, the mean molecular velocity c is equal to c0 because the random molecular

motion provides c′ = 0.

In the present context, the Mach number M is defined by Equation 6.2, where V

and a represent the local macroscopic and sound speeds, respectively. As presented

in Equation 6.3, the local specific heat ratio γ is a function of the molecular degrees

of freedom (VINCENTI; KRUGER, 1965). It is important to observe the translational

temperature TT is employed in the sound speed definition instead of the thermo-

dynamic temperature. Such a choice is based on the fact that gas disturbances are

propagated according to translational molecular movement, which is related to TT .

It will be shown in Subsection 6.1.4 that in nonequilibrium regions the translational

and internal modes may be associated to different temperatures. Then, the definition

of thermodynamic temperature, in essence, is not possible for such regions.

M =
V

a
=

V√
γkTT/m

(6.2)

γ =
ζT + ζR + ζV + 2

ζT + ζR + ζV
(6.3)

Mach number M profiles along the micronozzle are shown in Figures 6.1, 6.2 and 6.3

for group A, B and C cases, respectively. These profiles are presented for six different

cross-sections between the throat and exit section. In all cases, the flow is choked

near the throat section and hence there are no differences between the convergent

profiles of such cases. In this set of pictures, XLd stands for the x-coordinate nor-

malized by the length of the divergent region Ld, and Y refers to the y-coordinate

normalized by the half throat size ht. Therefore, for all cases, XLd equal to 0.0 and 1.0

represent throat and exit cross-sections, respectively. Among the other four inter-

mediate XLd stations, there is one section that refers specifically to the inflection

point x-coordinate (x = Ld1) of a particular case. In these particular cross-sections,

XLd is equal to Ld1/Ld. Consequently, such stations vary according to the respective

group (A, B and C). For example, in group A, XLd equal to 0.1909, 0.2715 and

0.4012 refers to the inflection point x-coordinate of cases A3, A1 and A2, respec-

tively. Table 4.3 summarizes the Ld1/Ld ratio for each case.
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Figure 6.1 - Mach number (M) profiles along the micronozzle for group A cases.
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Figure 6.2 - Mach number (M) profiles along the micronozzle for group B cases.
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Figure 6.3 - Mach number (M) profiles along the micronozzle for group C cases.
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According to Table 4.1, the surface slope is continuous along the inflection point

(αg = 1.0) for group A cases, while such a slope is discontinuous in the other groups.

As mentioned in Section 4.1, in groups B and C, the concave surface is abruptly

turned away (αg = 2.0) and turned back (αg = 0.5) from the symmetry plane at the

inflection point, respectively. In addition, based on cases A1, B1 and C1, the radius

of curvature of the divergent surface is varied by changing the parameter βg in each

respective group.

Figure 6.1 implies that the Mach distribution is essentially uniform near the center-

line for the six sections. Furthermore, due to viscous and rarefaction effects, these

profiles demonstrate small, but nonzero, values of M near the surface. Since in its

vicinity the stream velocity is parallel to the surface, it is reasonable to interpret

these nonzero Mach numbers as an indication of velocity slip. Such a phenomenon

is a classical feature in rarefied flows. By comparing the throat and exit sections,

it is clear that the velocity slip increases along the downstream direction. Near the

nozzle lip, the flow acceleration and the wall heat transfer reduce the local density.

As a result, rarefaction and nonequilibrium become more significant, increasing the

velocity slip.

As expected, the Mach number increases along the downstream direction as the

cross-section area increases in the divergent section. For the present geometry, and

based on the isentropic quasi-one-dimensional continuum approach (SHAPIRO, 1954),

the centerline Mach number should be equal to 2.8 at the exit section. In contrast,

the profiles show Mach values smaller than 2.8 at XLd = 1.0 and Y = 0.0. A possible

reason for such results is the presence of irreversible processes – friction and heating –

in the real flow. In the present profiles, the ratio between the Y range where the

Mach distribution is nonuniform to the total Y range of a particular profile is an

indication of the viscous layer influence. In general, the results show that such a

ratio increases along the downstream direction. Therefore, based on this ratio, one

can conclude that the thickness of the viscous layer increases along the divergent

region.

Another important aspect noted is related to the Mach number distribution at the

throat. According to the isentropic quasi-one-dimensional assumption, the flow pro-

perties are uniform along the entire cross-section and only vary in the flow direction.

In this approach, the first sonic point is at the throat. In contrast, Figure 6.1 de-

monstrates a subsonic condition at XLd = 0.0. This different result is assigned to
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the fact that microscale flows have high surface-to-volume (S/V ) ratios. Hence, the

viscous layer thickness is comparable to the cross-section height or depth. Basically,

within such a layer, property distributions are nonuniform and irreversible processes,

such as viscous dissipation, are intense. As a consequence, for the same boundary

conditions, the quasi-one-dimensional and isentropic assumptions breakdown as the

flow scale decreases.

Still referring to Figure 6.1, no qualitative influences are observed at the vicinity

of the inflection point, i.e., for 0.1909 ≤ XLd ≤ 0.4012. This is an indication that,

at least for the investigated range of βg, changes on the radius of curvature do

not influence the local Mach profiles of the internal flow. The small quantitative

differences in M observed between these cases are mainly caused by the fact that,

for a same intermediate XLd station, each case provides a different cross-section area.

Turning to Figures 6.2 and 6.3, which display group B and C results, it is basically

observed the same qualitative behaviors discussed for the group A. For the present

conditions and ranges of αg and βg, these pictures indicate that even discontinuities

on the divergent surface do not cause direct impact on the Mach distribution near

the inflection point.

At this point, it is worthwhile to take an overview on the streamline traces in Fi-

gures 6.4, 6.5 and 6.6. A common and interesting characteristic on these plots is

the recirculation region that is confined in the external surface. Similar behavior

was founded by Wick (1953) for continuum sonic flows through abrupt changes on

the cross-section area. It is important to remark that due to the constant boundary

conditions employed in the present simulations this recirculation becomes a stable

phenomenon after the flow reaches steady state. Careful analysis about the recircula-

tion stability should be carried out by including periodic or nonperiodic disturbances

on the boundary conditions. These disturbances may be related to pressure, tempe-

rature, velocity and so on. Meanwhile, such studies are beyond the present scope.

In general, the three geometric groups – A, B and C – have demonstrated the

same streamline behavior. However, for case C2, it can be observed that the most

streamlines are not deflected by the concave surface. Moreover, streamline traces

show no flow separation due to the abrupt increasing of the surface slope as well

as no shock waves due to the contraction of the supersonic flow at the inflection

point. The high rarefaction degree and strong viscous effects near the inflection are
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possible explanation for these counter-intuitive behaviors. The lack of intermolecular

collisions leads to a degradation of strong gradient processes while the subsonic

condition induced by friction attenuates the discontinuity impact on the flow near

the inflection point.

In the initial design of nozzles operating in the continuum regime, the method

of characteristics (SAAD, 1993; SHAPIRO, 1954) can be employed to describe un-

steady or steady irrotational and isentropic multi-dimensional supersonic flows. In

this method, the fluid is assumed as being a calorically perfect gas subject to contin-

uous waves of small, but finite, amplitude. In order to respect these assumptions and

to avoid flow separation or boundary layer effects, the turning angles θd1 and θd2 de-

picted in Figure 4.3 must be smaller than νe/2, where νe is the Prandtl-Meyer angle

of the exit flow. Assuming a continuum and isentropic flow for the present geome-

try and inlet-outlet conditions, the maximum value for the turning angle should be

22.87 degrees. Thus, according to Table 4.3 and the method of characteristics only

case B3, whose maximum angle for the divergent surface is 21.92 degrees, should not

present flow separation. In other words, for the present rarefied flows, the violation

of the maximum divergent angle predicted by the method of characteristic does not

result in flow separation.

Finally, in an effort to emphasize the main points of interest mentioned so far, Fi-

gures 6.7, 6.8 and 6.9 depict contour maps for the Mach number distribution in the

entire simulated domain. In this family of plots, dimensionless X- and Y -coordinates

refers to the length x and height y normalized by the half throat size ht. Further-

more, the hollowed circle positioned on the divergent surface represents the inflection

point. According to these plots, it is clear that the flow is essentially subsonic in the

recirculation zone and along the entire internal surface. It is also interesting to note

that the subsonic layer is generally thinner between the throat and the inflection

point, but it becomes thicker from this point up to the nozzle lip vicinity. The sonic

region starts near the throat, covers the internal surface and passes very near the

nozzle lip. Focusing on the supersonic regions, some relation between the length of

the divergent surface and the maximum Mach values of the external flow can also be

noted. As the divergent length Ld is decreased, by changing the geometric parame-

ters αg and βg, the external Mach number becomes slightly higher in comparison to

the larger divergent lengths.

In the divergent and external regions, the pattern of the Mach isolines is highly
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dependent on the viscous layer growth and on the heat transfer from the concave

surface to the gas. As long as the slope of the convex surface at the inflection point θd1

increases, there is a tendency of the viscous layer growth does not occupy the center-

line vicinity. As a result, within the quasi-inviscid core, the Mach number gradient is

essentially parallel to the centerline, similar to the quasi-one-dimensional approach.

Conversely, as θd1 decreases the viscous layer occupies most of the divergent part and

hence the flow tends to be fully viscous. Despite the friction effects near the concave

surface, Mach number isolines are parallel to the surface because in this region the

temperature gradients are basically in the surface direction. The dashed lines in Fig-

ure 6.10 depict the normal surface direction for cases A1, B1 and C1. Based on these

figures, the influence of the viscous effects and surface temperature on M can be

estimated by recognizing regions where the Mach isolines are nearly perpendicular

to the dashed lines. Thus, since M ∝ V/
√
T , the Mach value decreases in the sur-

face direction due to friction and heating effects that decreases V and increases T ,

respectively. Depending on the geometric and boundary conditions, different interac-

tions between these effects can occur along the micronozzle. For this reason, different

patterns of the Mach number distribution are observed in the present results.

Another possible explanation for the aforementioned relation between M and Ld

may be the variation in the internal surface area. Roughly speaking, irreversible pro-

cesses, e.g., friction and heating, are strongly dependent on the surface area. As Ld

is increased, the internal surface area is also increased and the viscous and heat-

ing effects become more intense. Equations 6.4 and 6.5 are based on the continuum

approach for generalized one-dimensional compressible flows (SHAPIRO, 1954). As-

suming constant specific heat ratio, these equations describe the relative change

on M2 as a function of the relative changes in the cross-section area A, stagnation

temperature T0 and friction coefficient f along the micronozzle:

dM2

M2
= −2Ψ

dA

A
+
(
1 + γM2

)
Ψ
dT0
T0

+ γM2Ψ
4fdx

DH

(6.4)

Ψ =
1 + γ−1

2
M2

1−M2
(6.5)

where DH is the local hydraulic diameter.

Since the present divergent flow is supersonic, dA/A > 0 and M > 1, it is clear

that Ψ < 0. Therefore, according to Equation 6.4, the first term in the right hand
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side contributes to a relative increase in M while the third term – friction influence –

causes a decrease in the Mach value. The second term models the heat transfer

between gas and solid surface. For the present account, the surface temperature Tw

is generally greater than the gas temperature near the wall in the divergent section.

As a result, the heat flux from this isothermal wall to the gas causes a positive

change in the stagnation temperature T0. Consequently, based on Equation 6.4,

such a heating produces a reduction in the Mach number.

In short, as Ld decreases, the reduction in surface internal area causes less intense

friction and heating to the gas flow. For this reason, under the present conditions,

the Mach number reduction should also be less significant. Hence, at least for the

investigated micronozzles, the qualitative aspect of the Mach number matches quite

well with the continuum theory. Finally, according to these results, it seems that

the slope and radius of curvature of the divergent surface impacts on the overall

Mach distribution. The reason for that is because both geometric parameters affect

significantly the viscous layer growth as well as the internal surface area, which is

related to friction and heating processes.
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Figure 6.4 - Streamline distribution for group A cases.
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Figure 6.5 - Streamline distribution for group B cases.
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Figure 6.6 - Streamline distribution for group C cases.
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Figure 6.7 - Mach number (M) distribution along the micronozzle for group A cases.
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Figure 6.8 - Mach number (M) distribution along the micronozzle for group B cases.
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Figure 6.9 - Mach number (M) distribution along the micronozzle for group C cases.
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Figure 6.10 - Mach number (M) distribution along the micronozzle for cases A1 (top), B1
(middle) and C1 (bottom), where dashed lines are normal to the divergent
surface.
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6.1.2 Density Field

The density definition and the numerical expression employed in the DSMC method

are given by:

ρ = nm =
NFN
Vc

∑N
j=1mj

N
(6.6)

where n is the local number density, m is the molecular mass, and N and N are,

respectively, the average and total number of simulated molecules computed within

a given cell during the simulation. In addition, FN is the local scaling factor and Vc

is the computational cell volume.

The impact of nozzle geometric changes on the density profiles for the same cross-

sections investigated in the previous subsection are displayed in Figures 6.11, 6.12

and 6.13 for group A, B and C cases, respectively. In this set of plots, density ρ is

normalized by the inlet density ρin, X and XLd are the dimensionless lengths and Y

is the dimensionless height, as previously defined in Subsection 6.1.1.

According to Figures 6.11, 6.12 and 6.13, the density ratio ρ/ρin decreases along the

downstream direction due to the flow expansion. In general, in the vicinity of the

centerline, density gradients in the y-direction are smaller than those ones near the

solid surface. Moreover, it is seen that the density ratio ρ/ρin decreases in the surface

direction. Basically, it occurs because the surface temperature Tw is greater than the

gas temperature T . Consequently, the temperature increasing promotes a reduction

in the density near the wall. In addition, as discussed in Subsection 6.1.3, due to the

convex-concave geometry, the centripetal forces produce pressure gradients normal

to the surface. Therefore, such gradients may also be related to density changes in

the y-direction.

By comparing group A, B and C profiles, a similar qualitative behavior is noted.

Due to the geometric complexity and the two-dimensionality of the present flows,

only density profiles for some cross-sections may not provide a complete picture

of the density pattern. In order to obtain a better insight on such a distribution,

it is necessary to examine density contour maps. These results are displayed in

Figures 6.14, 6.15 and 6.16 for group A, B and C cases, respectively.

Figure 6.14 indicates that the gas flow experiences a reduction of about two or-

ders of magnitude in the density ratio along the micronozzle. The minimum ρ/ρin
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value occurs near the nozzle lip, where the gas flow expands rapidly because of the

abrupt increase in cross-section area. Nevertheless, the present contour maps show

small density values in the recirculation region that was previously showed in the

streamline traces.

This figure also shows a complex density distribution in the internal microflows,

mainly in the divergent regions. It is difficult to relate such patterns to an unique

physical mechanism since this simulation takes into account different real processes,

such as friction, heating and nonequilibrium effects. It is conjectured here that the

present density distributions are due to three main different effects: (i) the surface

temperature effect that decreases ρ in the surface direction, since Tw > T ; (ii) the

viscous effects that, due to the diffuse reflection model employed, contributes to an

build up of molecules near the wall, i.e., an increasing ρ ; and (iii) the convective

effect, caused by the stream gas flow, that results in a number density n reduction

in the downstream direction. Evidently, along the micronozzle, the magnitude and

preferential direction of each mentioned effect may vary substantially.

Between the inlet and the throat cross-sections, the convective effect overcomes the

temperature and viscous effects because Tw u T and velocity gradients are small.

As a result, density changes are predominant in the flow direction, similar to the

quasi-one-dimensional approach. On the other hand, density ratio isolines emanating

from the wall near the inflection point are distorted. This is an indication that sur-

face temperature and two-dimensional effects play an important role in this region.

Furthermore, between the inflection point and the exit section, the density pattern

changes considerably. As mentioned in the Mach number distribution, the subsonic

region becomes thicker near the concave surface. Consequently, convective effects

should have a minor impact on the density ratio near the concave surface. There-

fore, temperature surface effects should be most significant near this surface. This

seems a reasonable explanation, since density isolines tend to become parallel to the

concave surface. Convective effects become predominant far away from the surface.

Essentially, such an effect produces density changes in the streamline direction.

Comparing micronozzle geometric groups in Figures 6.14, 6.15 and 6.16, it is ob-

served that the density patterns of group C cases are somewhat different from the

other cases. These differences are probably due to the drastic variation in the diver-

gent shape of group C cases. This indicates that geometric changes may result in

different combinations of physical processes – heating, friction, convection, etc – that
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cause variations in flow properties. For this reason, the density distribution varies

according to the divergent shape.
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Figure 6.11 - Density ratio (ρ/ρin) profiles along the micronozzle for group A cases.
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Figure 6.12 - Density ratio (ρ/ρin) profiles along the micronozzle for group B cases.
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Figure 6.13 - Density ratio (ρ/ρin) profiles along the micronozzle for group C cases.
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Figure 6.14 - Density ratio (ρ/ρin) distribution along the micronozzle for group A cases.
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Figure 6.15 - Density ratio (ρ/ρin) distribution along the micronozzle for group B cases.
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Figure 6.16 - Density ratio (ρ/ρin) distribution along the micronozzle for group C cases.
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6.1.3 Pressure Field

The scalar pressure within each cell of the computational domain is obtained by the

following expression:

p =
1

3
nmc′ 2 =

1

3

NFN
Vc

∑N
j=1mjc

′ 2
j

N
(6.7)

where n is the local number density, m is the molecular mass, c′ is the thermal

velocity speed as well as N and N are, respectively, the average and total number of

simulated molecules computed within a given cell during the simulation. In addition,

FN is the local scaling factor and Vc is the computational cell volume.

The influence of changing the geometric parameters αg and βg on the pressure pro-

files is exhibited in Figures 6.19, 6.20 and 6.21 for group A, B and C cases, respec-

tively. In these plots, pressure p is normalized by the inlet static pressure pin, X

and XLd are the dimensionless lengths and Y is the dimensionless height, as defined

in Subsection 6.1.1.

In flow problems whose the solid surfaces have finite radius of curvature rc, as in

the present case, it proves useful to estimate the influence of centripetal forces.

An oversimplified but valuable analysis of such effects can be made by employing

Newton’s second law along the η-direction normal to the streamlines. Therefore,

assuming a steady, two-dimensional, inviscid and continuum flow, without external

forces, Equation 6.8 indicates that pressure increases in the opposite direction to

the curvature center (MUNSON et al., 2002). An analogous examination can also be

carried out by employing Newton’s second law along the ξ-direction tangent to the

streamlines, as follows in Equation 6.9.

∂p

∂η
= −ρ V

2

rc
(6.8)

∂p

∂ξ
= −ρV ∂V

∂ξ
(6.9)

Based on these equations and on the present surface temperature effect, the direc-

tion of the pressure and temperature gradients are depicted in Figure 6.17 in the

vicinity of the convex and concave internal surfaces. This simplified scheme takes

into account neither the combination between pressure and temperature effects nor

viscous effects. The present idea is just to elucidate the influence of each physical
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mechanism separately.

Figure 6.17 - Schematic view of the pressure and temperature gradients near the convex
(left) and concave (right) divergent surfaces in present account.

As noted in Figure 6.17, the pressure gradient is composed of two components near

the surfaces. The first component acts tangent to the streamline direction while

the second component acts perpendicular to the streamline direction. In this con-

text, a local estimative of the most significant component – tangential (∇pξ) or

normal (∇pη) – can be made by analyzing the ratio between Equations 6.8 and 6.9.

The result is expressed as following:

∂p/∂ξ

∂p/∂η
=
rc
V

∂V

∂ξ
(6.10)

For the investigated micronozzles, Equation 6.10 reveals that the tangential compo-

nent of the pressure gradient essentially overcomes the perpendicular component in

the most of the flow. It occurs because, towards the surface, even with a finite rc

value, V → 0 due to the viscous effects present in the real flow. In the opposite direc-

tion, the flow speed increases to a finite value, but the streamlines become straight

for the present geometry and hence rc → ∞. For both conditions, near to and far

away from the surfaces, the term ∂V/∂ξ is finite, and does not have a significant

influence on the previous discussion. It is important to keep in mind that the normal

component of the pressure gradient is not zero, it is just smaller than the tangential

one.
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As noted in Figure 6.19 for group A pressure profiles, pressure decreases in the

downstream direction along the micronozzle. This behavior is simply because of the

expansion. For the divergent cross-sections located between the throat and inflec-

tion point, the pressure ratio p/pin presents a slight decrease in the surface direction.

Based on the scheme introduced in Figure 6.17, such a pressure drop is related to the

fact that pressure gradients arise in the opposite direction to the curvature center

due to the streamline curvature. This pressure difference is caused by the centripetal

acceleration. As the flow reaches the concave surface vicinity, centripetal effects pro-

mote a pressure increase towards the surface direction, since the curvature direction

changes. In this sense, between the inflection point and exit section the pressure ra-

tio tends to increase near the surface. For this reason, profiles are basically uniform

at the exit section. Similar behavior is observed in Figure 6.21 for group C cases. On

the other hand, in Figure 6.20 for group B cases, it can be noted that the pressure

ratio decreases monotonically towards the surface at the inflection point. The curves

described by such profiles do not present an inflection point. This behavior occurs

due to the abrupt expansion on cases B1, B2 and B3.

In an attempt to bring out the essential features of the pressure distribution in the

present micronozzles, Figure 6.22, 6.23 and 6.24 show the pressure ratio contour

maps. However, before discussing these maps in detail, it proves worthwhile to point

out the main physical mechanisms and flow aspects present in these micronozzles.

Ignoring the temperature field for the moment, which will be discussed in Subsec-

tion 6.1.4, Figure 6.18 summarizes qualitative flow structures in terms of sub- and

supersonic regimes that can be further classified as quasi-inviscid or viscous regions.

Figure 6.18 - Qualitative flow structure illustrating the main physical mechanisms ob-
served in the present simulations.
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As indicated for the convergent part, the flow is essentially inviscid far away from

the surface because of the small velocity gradients. The subsonic viscous layer estab-

lished at the internal leading edge covers the whole micronozzle surface and extends

until the external region. Slightly downstream of the throat, the flow becomes super-

sonic in almost all the micronozzle divergent part. Depending on the viscous layer

growth, the supersonic flow may describe a quasi-inviscid and quasi-one-dimensional

behavior along the centerline vicinity. In addition, the expansion fan developed at

the nozzle lip as well as the vortex confined within the external subsonic region are

highlighted.

With an overall qualitative picture of the present micronozzle flow structure, atten-

tion is turned to Figures 6.22, 6.23 and 6.24. Classically, at solid surfaces, the fluid

velocity must be zero in the normal surface direction. It ensures that no mass flux oc-

curs through such a surface. Similarly, the net flux of any quantity across a symmetry

plane must be zero. In this context, within the entire micronozzle, streamlines must

deflect appropriately in order to become parallel to the internal surface and symme-

try planes. In doing so, the macroscopic flow acquires velocity in the y-direction, i.e.,

v0 6= 0. As a consequence of the micronozzle geometries investigated, in general, the

convergent and concave regions should present ∂v0/∂y ≤ 0 while the convex region

should present ∂v0/∂y ≥ 0. Obviously, these velocity gradients are locally related to

appropriate pressure gradients. As discussed earlier, near the internal surface and

centerline, the tangential component of the pressure gradient overcomes its normal

component, which is perpendicular to the streamlines. As a result, the streamlines

and pressure isolines tend to be perpendicular to each other in the vicinity of such

boundaries. This behavior is clearly recognized in the pressure ratio contour maps.

However, somewhere between the concave surface and the centerline, as long as sur-

face temperature effects are significant, pressure isolines tend to align parallel to

the surface. Similar effects were previously found in Mach and density patterns. It

should also be remarked that the major pressure changes occur between the inlet

and the inflection point.

Still referring to the internal micronozzle flow, it is interesting to note that near

the wall and centerline, pressure patterns are consistent with the dynamic principle

imposed by Newton’s second law, i.e., the present pressure patterns satisfy Equa-

tions 6.8 and 6.9. Then, between the concave surface and centerline, thermal effect

plays the main role on the pressure distribution. Therefore, in order to respect pres-
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sure and temperature fields, density patterns must naturally satisfy an adequate

thermal equation of state everywhere. Because of the combination of different phy-

sical effects, density fields presented in Subsection 6.1.2 demonstrate a complex and

less intelligible patterns.

At this point, it is worthwhile to pay attention to the vicinity of the nozzle lip

where the supersonic flow develops an expansion fan due to the abrupt increase in

cross-section area. For the isentropic case, the two-dimensional continuum approach

describes similar expansion waves in terms of the Prandtl-Meyer fan (SHAPIRO,

1954). However, because of the high rarefied nature of the present flow, the fan

structure differs substantially from the ideal case one, e.g., the expansion waves

are not attached to the sharp corner and they perform a diffuse fashion as long as

the distance from the lip increases. The former consequence is also the mechanism

that promotes merging between the recirculation region and expansion waves. Such

a mixing between these pressure zones is clearly observed in some cases, e.g., in

case A1. Finally, beyond the last expansion wave, the pressure level tends to match

the pre-defined back pressure pb value. Hence, for the present account, the pressure

ratio p/pin may increase again downstream the expansion fan. Depending on the pb

value, a significant back flow can occur.

A comparison between different geometric groups – A, B and C – shows that case C2

presents a pressure field somewhat different from the other cases in the external

region. Based on the streamline traces introduced in Subsection 6.1.1, it seems that

even the streamlines nearest to the concave surface are not deflected at the nozzle

lip. Consequently, the expansion fan developed along the deflected streamlines is less

intense. This effect occurs because the length of the concave surface is substantially

shorter in case C2. In this sense, the ability of streamlines far away from the concave

surface to fit to such a shape should be reduced. In short, for the present simulations,

changes in the length of the concave surface may affect the intensity of the expansion

fan and consequently the structure of the external flow.
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Figure 6.19 - Pressure ratio (p/pin) profiles along the micronozzle for group A cases.
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Figure 6.20 - Pressure ratio (p/pin) profiles along the micronozzle for group B cases.
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Figure 6.21 - Pressure ratio (p/pin) profiles along the micronozzle for group C cases.
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Figure 6.22 - Pressure ratio (p/pin) distribution along the micronozzle for group A cases.
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Figure 6.23 - Pressure ratio (p/pin) distribution along the micronozzle for group B cases.
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Figure 6.24 - Pressure ratio (p/pin) distribution along the micronozzle for group C cases.
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6.1.4 Temperature Field

In the expansion process of a compressible flow, such as that observed in micronoz-

zles, gas temperature and density decrease while the macroscopic stream velocity

increases. This behavior is assigned to the conversion of thermal energy1 to macro-

scopic kinetic energy2. The thermal energy is related to molecular excitation – ran-

dom translation, rotation, vibration, electronic, etc – and kinetic energy is associated

to stream velocity. The opposite physical mechanism is found in shock wave prob-

lems. Across shock waves, part of the high kinetic energy present in the supersonic

flow is rapidly converted to thermal energy and hence temperature and pressure

should increase while the velocity decreases.

As introduced in Section 3.6, the above mentioned thermal-kinetic energy exchange

is performed by successive intermolecular interactions. Therefore, a relaxation pro-

cess between translational and internal modes takes place in order to lead each mode

towards the equilibrium state. Thermodynamic equilibrium occurs when there is, sta-

tistically, complete energy equipartition between translational and internal modes.

In this sense, the thermodynamic temperature is defined when the temperatures

based on each energy mode, i.e., translational, rotational, vibrational and electronic

temperatures, are equal to each other. However, the relaxation time – commonly

expressed in terms of the relaxation collision number (Section 3.6) – differs from

one mode to another. Therefore, thermal nonequilibrium arises if the local collision

frequency is not sufficient to return the molecules to the total statistical equilibrium.

In this context, for a gas in thermodynamic nonequilibrium, as following in Equa-

tion 6.11, an overall temperature TO may be defined as the weighted mean between

the translational and internal temperatures (BIRD, 1994).

TO =
ζTTT + ζRTR + ζV TV

ζT + ζV + ζR
(6.11)

In this expression, T and ζ stand for temperature and degrees of freedom, respec-

tively, and the subscripts T , R and V represent the translational, rotational and

vibrational modes, respectively. Evidently, ζT is always equal to three while the re-

maining excited internal degrees of freedom may vary according to the thermal state

of the gas.

1Sometimes called as internal energy. However, in the present account the term internal energy
refers only to the molecular internal modes (rotation, vibration and so on).

2Hereafter referred just as kinetic energy.
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Within each cell of the computational domain, translational, rotational and vibra-

tional temperatures are obtained according to Equations 6.12, 6.13 and 6.14 (BIRD,

1994), respectively.

TT =
1

3k
mc′ 2 =

1

3k

∑N
j=1mjc

′ 2
j

N
(6.12)

TR =
2 εR
k ζR

=
2

k ζR

∑N
j=1 (εR)j
N

(6.13)

TV =
ΘV

ln

(
1 +

kΘV

εV

) =
ΘV

ln

[
1 +

kΘVN∑N
j=1 (εV )j

] (6.14)

In these expressions, k is the Boltzmann constant, ΘV is the vibrational characteristic

temperature, and εR and εV are the rotational and vibrational average energies per

molecule computed within the respective cell. The remaining variables are defined

in the same sense as presented in the previous sections.

The geometric effects on the translational temperature profiles for the same cross-

sections investigated in the previous subsections are displayed in Figures 6.25, 6.26

and 6.27 for group A, B and C cases, respectively. Since for the same group the

temperatures related to the internal modes presented similar behavior, for brevity,

such temperatures are shown only for cases A1, B1 and C1, respectively, in Fi-

gures 6.28, 6.29 and 6.30. In these plots, translational temperature TT , rotational

temperature TR, vibrational temperature TV and overall temperature TO are nor-

malized by the inlet thermodynamic temperature Tin. Again, X and XLd are the

dimensionless lengths and Y is the dimensionless height, as defined previously in

Subsection 6.1.1.

Figure 6.25 cases for group A shows that the expansion process explained in the

beginning of the present subsection decreases the translational temperature TT in the

downstream direction. Moreover, at XLd = 0.0, it is clear that, near the surface, the

translational temperature tends to the surface temperature Tw. This is an indication

that gas and surface share thermal equilibrium. However, for sections downstream of

the throat, the translational temperature TT near the surface is slightly smaller than

surface temperature Tw. This difference, called temperature jump, becomes more

significant in the exit section, particularly at the nozzle lip. It occurs because, as the

gas expands, density is reduced and, consequently, the mean free path increases and

the collision frequency decreases along the downstream direction. Near the surface,

137



the reduction in collision frequency promotes a local thermal nonequilibrium because

molecules that interact with the surface do not perform sufficient collisions in order

to reach a state of complete relaxation. At the lip, due to the abrupt increase in

cross-section area, the gas expands rapidly and the temperature jump increases

substantially.

An examination analogous to that presented for the Mach number in Subsection 6.1.1

can be made here for the temperature field. In the present profiles, the ratio between

the Y -range, where the distribution of the translational temperature ratio TT/Tin is

nonuniform, to the total Y−range of the same profile, is an indication of the thermal

boundary layer. This layer corresponds to the region where translational tempera-

ture changes take place normal to the surface. Similar to the viscous boundary layer,

these profiles show that the aforementioned ratio increases in the downstream di-

rection. It means that the thermal boundary layer thickness increases and basically

occupies most of section at XLd = 1.0. This behavior is caused mostly by two dif-

ferent mechanisms, namely, the viscous dissipation and the heat transfer from the

surface. Due to shear stress effects, viscous dissipation converts kinetic energy into

thermal energy, i.e., such a dissipation promotes a temperature rise. Evidently, this

mechanism becomes more intense near the surface, where there are strong viscous

effects and large velocity gradients. On the other hand, with the gas expansion, the

difference between the surface and translational temperatures increases. Therefore,

the heat transfer from the surface to the gas should become more expressive and,

consequently, the temperature rises even more. Finally, Figures 6.26 and 6.27 show,

respectively, that group B and C profiles present the same behavior.

Previous discussion provided an overview of the translational temperature distribu-

tion along the divergent part as well as the main physical mechanisms that influence

such a property. At this point, the idea is to investigate how the translational and

internal – rotational and vibrational – temperatures depart from each other along

the micronozzle. This analysis should provide an clear indication of the thermal non-

equilibrium degree in the gas flow. In this fashion, Figures 6.28, 6.29 and 6.30 show

normalized profiles of the translational, internal and overall temperatures for cases

A1, B1 and C1, respectively.

Focusing on Figure 6.28, it can be recognized that the thermodynamic nonequili-

brium takes place in the entire divergent part as shown by the lack of equilibrium

between the translational and internal temperatures. It should also be mentioned
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that the overall temperature TO, defined by Equation 6.11, is equivalent to the ther-

modynamic temperature only under equilibrium conditions. In addition, the ideal

gas law does not apply to nonequilibrium situation.

In the temperature profiles, it is noted that vibrational temperature is quite larger

than other temperatures. In the same sense, rotational temperature is slightly larger

than translational one. As observed, the overall temperature ratio is essentially

equal to the mean value of the translational and vibrational temperatures. Based

on Equation 6.11, it can be concluded that, on average, the excited vibrational de-

grees of freedom ζV tend to zero. In this circumstance, TV ≥ TR ≥ TT occurs because

translational and internal modes have different relaxation collision numbers, namely,

ZV ≥ ZR ≥ ZT . In other words, a larger number of collisions is necessary to excite

molecules vibrationally from a lower to an upper state and vice-versa, as compared

to rotational modes. For this reason, TV /Tin decreases much slower than TR/Tin.

A similar comparison is also valid between rotational and translational modes. For

illustration purposes, in contrast to the rotational mode, it is interesting to mention

that ZT is generally equal to unity, i.e., the translational mode is adjusted by every

collision3.

Still referring to Figure 6.28, it is important to point out that the statistical fluctua-

tions observed in the vibrational temperature profiles are explained by the fact that

the vibrational energy levels are described by a quantum model, i.e., in a discrete

form. Conversely, the translational and rotational modes are based on continuum

spectrums of energy. Moreover, at XLd = 1.0, Figure 6.28 revels clear differences

between the temperatures at the surface, that is, (Y = 3.5). It confirms the afore-

mentioned reason for the notable temperature jump at the lip. At this point, it

proves worthwhile to mention that a translation nonequilibrium may also be found

when the local thermal velocity distribution departs from isotropy. In this scenario,

a preferential direction may exist for the thermal motion that, in essence, should be

equally likely. However, results for the translational nonequilibrium are not shown

in the present work. Finally, Figures 6.29 and 6.30 demonstrate that translational

and internal temperature profiles for cases A1, B1 and C1 have the same qualitative

behavior.

Proceeding in a manner analogous to that for the earlier primary properties, contour

maps for the translational temperature ratio in the entire computational domain are

3This concept is valid for interactions between molecules with similar mass.
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presented in the following. In this sense, Figure 6.31, 6.32 and 6.33 illustrate how the

temperature patterns change along the micronozzle. Figure 6.31 for group A cases

shows that temperature changes are similar to those for an one-dimensional model

between the inlet and throat sections. This behavior occurs because, upstream of the

throat, the difference between surface and translational temperatures (Tw − TT ) is

small. Thus, the heat flux from the surface does not influence the gas temperature.

However, due to the expansion process, heat transfer plays an important role near

the surface as the translational temperature decreases. As a consequence, along the

micronozzle divergent part, the translational temperature isolines tend to become

parallel to the surface. In contrast, near the centerline, where the heat flux from

the divergent surface is less intense, temperature changes are essentially due to the

expansion process.

As pointed out in the discussion of the Mach number contour maps, near the sur-

face, the subsonic region becomes thicker downstream of the inflection point. Similar

to the convex surface, along the concave surface there is a thick layer with a high

translational temperature value. Nevertheless, as shown in Figure 6.17, the combina-

tion of pressure and temperature gradients takes place in different manners near the

convex and concave surfaces. Thus, since pressure is proportional to temperature,

pressure and temperature gradients tend to neutralize one to each other along the

convex surface, while in the concave surface both pressure and temperature gradi-

ents act towards the surface. For this reason, there is a thicker boundary layer with

high temperature near the concave surface. Consequently, this mechanism is also

responsible for the thick subsonic boundary layer previously mentioned.

Turning the attention to the external flow, around Y = 3.5, it is observed that the

translational temperature distribution follows the internal flow temperature pattern.

On the other hand, the temperature gradient is basically parallel to the X-axis

near the centerline. This is an indication that the heat flux from the surface has a

minor impact in this part of the flow. Finally, comparing group B and C cases, it is

recognized that the translational temperature near the external centerline is reduced

as the concave surface becomes shorter. Therefore, because of the aforementioned

combination between pressure and temperature gradients, the concave surface is the

major contributor for the external gas heating.
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Figure 6.25 - Translational temperature ratio (TT /Tin) profiles along the micronozzle for
group A cases.
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Figure 6.26 - Translational temperature ratio (TT /Tin) profiles along the micronozzle for
group B cases.
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Figure 6.27 - Translational temperature ratio (TT /Tin) profiles along the micronozzle for
group B cases.
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Figure 6.28 - Temperature ratio (T/Tin) profiles along the micronozzle for case A1.

144



Figure 6.29 - Temperature ratio (T/Tin) profiles along the micronozzle for case B1.
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Figure 6.30 - Temperature ratio (T/Tin) profiles along the micronozzle for case C1.
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Figure 6.31 - Translational temperature ratio (TT /Tin) distribution along the micronozzle
for group A cases.
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Figure 6.32 - Translational temperature ratio (TT /Tin) distribution along the micronozzle
for group B cases.
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Figure 6.33 - Translational temperature ratio (TT /Tin) distribution along the micronozzle
for group C cases.
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6.1.5 Knudsen Field

As extensively mentioned in this work, the Knudsen number Kn provides an im-

portant measurement of the rarefaction and nonequilibrium degrees of a flow. The

Knudsen number is the basic criterion employed to classify the flow in terms of con-

tinuum, slip, transitional or free molecular regimes. Thus, based on the Knudsen

number, it is possible to define the adequate approach to describe the respective

flow problem. For instance, the well known Navier-Stokes (NS) equations are valid

for a flow in local equilibrium or slightly disturbed from equilibrium conditions.

Therefore, the Knudsen number is generally the appropriate breakdown parameter

to predict the validity of the continuum approach.

As reported in Section 2.2, several breakdown parameters have been proposed in

the literature. In general, these parameters are strongly based on the traditional

definition of the Knudsen number, Kn = λ/L, which was introduced in Section 1.2.

The breakdown of the NS equations is connected to the failure of the constitutive

relations: stress tensor and heat flux vector as being linearly proportional to strain

and temperature gradient, respectively. As a result, both momentum and energy

transport phenomena must be subjected to a complete examination of the Knudsen

number as a breakdown parameter. Moreover, if the flow experiences drastic den-

sity changes, such as observed across shock waves or at the present nozzle lip, the

Knudsen number definition must also take into account density variations.

In this scenario, in order to map the rarefaction and nonequilibrium degrees along the

micronozzle, the gradient-length local Knudsen numbers4 Knφ, which are based on

different macroscopic properties φ, are computed in the present account. According

to Boyd (2002), Equations 6.15 to 6.18 define such parameters in terms of the local

velocity components u and v, speed sound a, density ρ, translational temperature5 T ,

and mean free path λ. In short, a large Kn value indicates a large nonequilibrium

degree. For illustration purposes, in a flow with local Kn equal to 0.05 the relative

error between continuum and DSMC approaches is approximately 5% (BOYD, 2002).

Knu =
λ

max(|u|, a)
|∇u| (6.15)

4See Equation 1.3.
5For brevity, in this subsection the translational temperature is represented just by T .
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Knv =
λ

max(|v|, a)
|∇v| (6.16)

Knρ =
λ

ρ
|∇ρ| (6.17)

KnT =
λ

T
|∇T | (6.18)

Evidently, each macroscopic property may provide locally different Kn values, i.e.,

each property may present a different deviation from the equilibrium condition. For

this reason, as defined in Equation 6.19, the maximum Knmax value is considered

as the breakdown parameter.

Knmax = max (Knu, Knv, Knρ, KnT ) (6.19)

In order to bring out the influence of each property on the thermodynamic nonequi-

librium degree, for the same cross-sections investigated previously, Figures 6.34, 6.35

and 6.36 depict the Knudsen profiles – Knu, Knv, Knρ and KnT – for cases A1, B1

and C1, respectively. In this set of plots, X and XLd are the dimensionless lengths

and Y is the dimensionless height, similar to the previous subsections. Since these

profiles demonstrate similar behavior for the same geometric group, the other cases

are not shown.

Before discussing the results, it is convenient to remind that the continuum no slip

flow regime is valid for Kn ≤ 10−2. Within the Knudsen range 10−2 ≤ Kn ≤ 10−1,

slip boundary conditions should be employed in the continuum approach. In the

same sense, 10−1 ≤ Kn ≤ 1, defines the transitional flow regime, where the molecular

structure of the gas must be take into account. In this connection, the present DSMC

application is strongly justifiable within every region with Kn ≥ 10−2. It should also

be mentioned that these limits are just indicative values and does not represent a

general and precise rule.

According to Figure 6.34, in general, the Knudsen number increases in the down-

stream direction. This occurs because, as the gas flow expands, the rarefaction degree

increases and consequently the collision frequency decreases. It is also interesting to

observe that, near the surface, the Knudsen number based on the u velocity compo-

nent is larger than the other ones. Such a behavior is related to the strong velocity

gradients imposed by the surface viscous effects, and it is in agreement with the

velocity slip observed in the Mach profiles. The largest Knudsen value occurs at the
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nozzle lip, and it is basically caused to two different aspects: the high rarefaction

degree and the abrupt changes in flow direction.

As already recognized, changes on the four investigated properties – u, v, ρ and

T – at the nozzle lip yield Knudsen numbers slightly greater than 10−1. Similar to

the velocity slip, the high KnT values at the lip agree with the temperature jump

previously reported. Furthermore, Figures 6.35 and 6.36 for cases B1 and C1 show no

qualitative differences the in Knudsen profiles. Moreover, it is important to remark

that in all three cases – A1, B1 and C1 – the Knudsen number varies by three orders

of magnitude.

Finally, in order to provide an overview of the maximum Knudsen value Knmax in

the entire domain, Figures 6.37, 6.38, 6.39 present the contour maps for group A,

B and C cases, respectively. These plots show a complex pattern of the Knmax

distribution. According to the present results, near the centerline, the flow expe-

riences Knmax ≤ 10−2 and hence a continuum approach may be applied to such

regions. On the other hand, in the most part of the domain, mainly near the diver-

gent surface, the flow yields Knmax ≥ 10−2. The largest Knmax value is reached at

the external surface of the nozzle lip.
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Figure 6.34 - Knudsen number (Kn) profiles along the micronozzle for the case A1.
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Figure 6.35 - Knudsen number (Kn) profiles along the micronozzle for the case B1.
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Figure 6.36 - Knudsen number (Kn) profiles along the micronozzle for the case C1.
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Figure 6.37 - Knudsen number (Kn) distribution along the micronozzle for group A cases.
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Figure 6.38 - Knudsen number (Kn) distribution along the micronozzle for group B cases.
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Figure 6.39 - Knudsen number (Kn) distribution along the micronozzle for group C cases.
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6.2 Aerodynamic Surface Properties

This section concentrates on variations in the aerodynamic surface quantities due

slope and curvature of the divergent surface at the inflection point. Aerodynamic

surface quantities of particular interest in the present microflow are the number flux,

pressure, skin friction and heat transfer. In other words, the purpose of this section

is to present and discuss changes on these quantities, expressed in coefficient form,

due to variations on the geometric parameters αg and βg.

6.2.1 Dimensionless Number Flux

As the gas flow expands along the micronozzle, neglecting thermal changes, it is

expected that the rate of molecules impinging on the solid surface decreases in the

downstream direction. Momentum and energy exchanges between molecules and sur-

face are highly dependent on the number of the impinging molecules. For this reason,

before discussing pressure, skin friction and heat transfer coefficients, it proves in-

structive to view the molecular number flux along the internal surface.

The molecular number flux Ṅ is computed by sampling the number of molecules

impinging on the surface by unit time and unit area. According to Equation 6.20, the

dimensionless number flux Nf represents the number flux Ṅ normalized by nin uin.

In this expression, nin is the inlet number density and uin is the inlet stream velocity.

Nf =
Ṅ

nin uin
(6.20)

In this context, for group A, B and C cases, the impact of the geometric changes

on the dimensionless number flux Nf along the micronozzle internal surface is dis-

played in Figure 6.40. In this group of plots, as defined previously, X represents the

length x normalized by the half throat size ht. Moreover, the vertical dash-dot lines

indicate the inflection point X-coordinate of each case. Such an indication aids the

identification of surface effects near the inflection point.

In Figure 6.40, focusing first on group A cases, it can be observed that the mo-

lecular number flux achieve a maximum at the inlet where the number density is

also maximum. As the number density decreases due to the expansion process, Nf

drops rapidly up to the inflection point. Downstream of this point, Nf continues to

decrease, but at a smaller rate, up to the nozzle lip, where Nf reaches its minimum
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value. These different Nf reduction rates are explained by the fact that, downstream

of the inflection point, centripetal effects promote a pressure gradient towards the

concave surface. Near this surface, centripetal effects minimize the rate at which

the number density decreases due to the expansion process. Based on case A1, this

explanation also agrees to the fact that, as the radius of curvature of the concave sur-

face increases, e.g., in case A3, centripetal effects become less significant and hence

the rate at which Nf decreases tends to rise. An analogous analysis can be employed

for cases A1 and A2. Moreover, it is worthwhile to remark that Nf experiences a

reduction of about one order of magnitude along the internal surface. In general, the

aforementioned explanations are also applied to group B and C cases.

Still referring to Figure 6.40, qualitative differences between group A, B and C cases

can be recognized. These differences are strongly related to the fact that the inflection

point X-coordinate varies considerably from one group to another. Considering only

group A and B cases, it is clear that near the inflection point, the Nf level in group B

is larger than the one in group A. This behavior occurs because the inflection point

for group B cases is closer to the high pressure regions, as compared to group A

cases. A similar situation takes place between group B and C cases. As observed,

for group C cases, the reduction in number flux occurs essentially upstream of the

inflection point. Further downstream, there is a small jump in the Nf value due to

the compression region formed by the convex surface in group C cases (αg = 0.5).

In the same sense, in group B cases, due to the abrupt increase in the turning

angle (αg = 2.0), a drastic drop in Nf takes place across the inflection point.
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Figure 6.40 - Dimensionless number flux (Nf ) distribution along the internal micronozzle
surface for group A (top), B (middle) and C (bottom) cases.
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6.2.2 Pressure Coefficient

The pressure coefficient is defined by the following equation:

Cp =
pw − pin
1
2
ρinu2in

(6.21)

In this expression, the pressure pw on the solid surface is computed by the sum of

the normal momentum fluxes of both incident and reflected molecules at each time

step as follows:

pw = pi + pr =
FN
A∆t

N∑
j=1

{[
(mcη)j

]
i
+
[
(mcη)j

]
r

}
(6.22)

where m is the mass of the molecules, cη is the normal velocity component of the

molecules impinging on the solid surface and N is the total number of simulated

molecules that collided on the element of area A over the time interval ∆t. In addi-

tion, FN represents the local scaling factor. Subscripts i and r refer to incident and

reflected molecules.

Pressure coefficient Cp variations caused by changes on the shape of the divergent

surface are displayed in Figure 6.41. According to this set of plots, the pressure coef-

ficient Cp follows the same trend as the dimensionless number flux Nf . As reported

previously, the pressure level is reduced because of the expansion process that takes

place in the downstream direction. However, centripetal effects impose additional

pressure gradients on the surface near the curved surfaces. As a result, these gradi-

ents affect the rate at which the pressure coefficient Cp is reduced along the internal

surface.

Moreover, abrupt changes on the turning angle presented in group B cases, near the

inflection point, results in a drastic drop in the Cp value. In the same sense, a jump

in Cp occurs for group C cases after the inflection point due to the flow contraction

imposed by the concave surface. By focusing on group A and B cases, somewhere

near the half length of the concave surface, the Cp distribution tends to develop the

same behavior for the three cases. This is due to the fact that all cases have the

same divergent exit angle θe at the end of the concave surface. Finally, it can be

concluded that no significant changes on the pressure distribution are observed in

the present micronozzle flows for the investigated range of αg and βg.
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Figure 6.41 - Pressure coefficient (Cp) distribution along the internal micronozzle surface
for group A (top), B (middle) and C (bottom) cases.

163



6.2.3 Skin Friction Coefficient

The skin friction coefficient is defined by the following equation:

Cf =
τw

1
2
ρinu2in

(6.23)

In the microscopic approach, the local shear stress τw on the solid surface is calcu-

lated by the sum of the tangential momentum fluxes of both incident and reflected

molecules at each time step as follows:

τw = τi + τr =
FN
A∆t

N∑
j=1

{[
(mcξ)j

]
i
+
[
(mcξ)j

]
r

}
(6.24)

where cξ is the tangential velocity component of the molecules colliding on the solid

surface. The remaining variables are defined in the same sense as those presented in

the previous subsection.

It proves instructive to mention that, for the limiting case of diffuse reflection em-

ployed in this study, the tangential momentum flux of the reflected molecules, on

average, should be equal to zero. Under such a circumstance, the net tangential

momentum flux at the wall is redefined by:

τw = τi =
FN
A∆t

N∑
j=1

{[
(mcξ)j

]
i

}
(6.25)

The contribution of the skin friction coefficient Cf attributed to changes on the shape

of the divergent surface is depicted in Figure 6.42. Data from group A cases shows

a rapid increase in skin friction coefficient from the inlet up to the throat vicinity.

Downstream of this point, Cf decreases monotonically along the inflection point.

Afterwords, centripetal forces associated with concave surface increase its molecule-

surface collision rate, causing Cf to decrease slower than it did on the convex surface.

At the end of the divergent surface, i.e., near the nozzle lip, Cf experiences a small

rise because of the flow acceleration induced by the expansion fan.

In an attempt to clarify the present Cf distribution, one must recall the classical

definition of the local shear stress τw at the surface:

τw = µ
dcξ
dη

(6.26)
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where cξ is the tangential velocity component along the surface and η represents the

normal surface direction.

Based on the temperature fields presented in Subsection 6.1.4, it is recognized that

the gas temperature matches the surface temperature Tw in practically the entire in-

ternal surface. Since µ ∝ T ω, according to Equation 3.18, it is reasonable to assume

that µ is approximately constant along the internal surface. As a result, τw is essen-

tially controlled by the velocity gradient dcξ/dη at the wall. In turn, it is known that

the viscous boundary-layer thickness δ increases when the gradient dcξ/dη decreases

and vice-versa.

Using this continuum approach and the fact that δ, in general, decreases for con-

vergent channels and increases for divergent channels (SCHLICHTING, 1968), the

present Cf distribution can be explained at least from a qualitative point of view.

The velocity gradient dcξ/dη at the wall increases along the convergent surface and,

hence, the body experiences a shear stress rise as depicted in Figure 6.42. As the gas

flow reaches the throat vicinity, dcξ/dη starts dropping in the downstream direction

due to a rise in boundary-layer thickness. As a consequence, τw decreases along the

divergent surface. Finally, as the gas approaches the nozzle lip, flow acceleration

increases the skin friction coefficient.

From a microscopic point of view, the present discussion about the viscous boundary-

layer thickness δ can be corroborated by computing the component τxy of the viscous

stress tensor τ as follows:

τxy = τyx = −ρu′v′ (6.27)

The distribution of τxy normalized by the inlet dynamic pressure pdin – defined as
1
2
ρinu

2
in – is shown in Figures 6.43, 6.44 and 6.45 for group A, B and C cases, respec-

tively. Such a ratio is a measure of shear effects and, hence, indicates a clear pattern

of the viscous layer distribution. In general, these results indicate that the viscous

boundary-layer thickness δ decreases along the convergent surface and increases con-

siderably along the divergent surface. Such a behavior is in complete agreement with

the aforementioned explanation of the skin friction distribution.

Figure 6.42 shows that group B and C cases yield a quite different behavior of Cf

near the inflection point. In group B cases the Cf jump at the inflection point is

caused by the abrupt increasing of the turning angle from the convex to concave

surfaces. In such a circumstance, the sharp corner formed at the inflection point
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promotes a flow acceleration in the same sense observed at the nozzle lip. Since the

flux of molecules colliding against the surface near the inflection point is larger than

the one near the nozzle lip, the acceleration effect developed at the inflection point

causes a stronger rise in the skin friction coefficient.

On the other hand, the opposite behavior is observed near the inflection point for

group C cases. In these cases, the abrupt reduction of the turning angle from con-

vex to concave surfaces promotes a compression region near the inflection point.

Consequently, in the vicinity of this point, the tangential velocity component along

the surface is reduced substantially. Due to the high pressure gradients generated, a

more intense acceleration process takes place along the concave surface. As a result,

the skin friction coefficient rises more rapidly along the concave surface in group C

cases.
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Figure 6.42 - Skin friction coefficient (Cf ) distribution along the internal micronozzle sur-
face for group A (top), B (middle) and C (bottom) cases.
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Figure 6.43 - Distribution of the normalized viscous stress tensor component (−τxy/pdin)
along the micronozzle for group A cases.
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Figure 6.44 - Distribution of the normalized viscous stress tensor component (−τxy/pdin)
along the micronozzle for group B cases.
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Figure 6.45 - Distribution of the normalized viscous stress tensor component (−τxy/pdin)
along the micronozzle for group C cases.

170



6.2.4 Heat Transfer Coefficient

The heat transfer coefficient is defined by the following equation:

Ch =
qw

1
2
ρinu3in

(6.28)

The heat flux qw to the body is calculated by the net energy flux of molecules

colliding on the surface. This flux is regarded as positive if it is directed towards

the solid surface. In the present account, the net flux qw is related to the sum of

the translational, rotational and vibrational energies of both incident and reflected

molecules, defined by:

qw = qi − qr

=
FN
A∆t

N∑
j=1

{[(
1

2
mc2 + eR + eV

)
j

]
i

−

[(
1

2
mc2 + eR + eV

)
j

]
r

}
(6.29)

where eR and eV represent the rotational and vibrational energies, respectively, of

the molecules colliding on the surface. The remaining variables are defined in the

same sense as those presented previously.

Heat transfer coefficient Ch along the internal surface is shown in Figure 6.46 for

group A, B and C cases. Group A profiles shows that Ch is slightly positive at the

inlet region. Then, it becomes negative as the flow expands along the convergent

region. Near the throat, Ch decreases along the surface at a lower rate and then,

somewhere upstream of the inflection point, the heat transfer coefficient starts to

increase. Finally, in the vicinity of the nozzle lip, the heat transfer from the internal

surface increases rapidly. Now, by comparing group A, B and C profiles, a quite

different behavior is noted near the inflection point. Such differences are mainly

caused by abrupt changes on the turning angle from the convex to the concave

surfaces that take place in group B and C cases. On the other hand, no qualitative

changes are observed by changing the radius of curvature.

In order to clarify the physical mechanisms responsible by the aforementioned heat

transfer distributions, the net heat transfer coefficient Ch defined in Equations 6.28

and 6.29 is expressed in terms of the magnitude of the incident (|Ch|i) and reflected

(|Ch|r) parcels. These results are presented only for cases A1, B1 and C1 since for

the same geometric group the heat transfer profiles demonstrate similar behavior. In
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this connection, as observed in Figure 6.47, the absolute values of the incident and

reflected parcels perform a quite similar distribution as that noted in Figure 6.40

for the dimensionless number flux. For the current cases, this indicates a strong

relation between the surface heat transfer and the number flux of particles colliding

on the surface. In this sense, it is also interesting to point out that near the inflection

point Ch follows the number flux distribution. For instance, Nf and Ch drop rapidly

at the inflection point for case B1, while for case C1 an opposite behavior is observed.

However, a complete understanding of the heat transfer distribution is not clear since

|Ch|i is essentially equal to |Ch|r along the entire surface.

In this scenario, a further investigation of the heat transfer distribution is carried

out by plotting the contribution of each energy mode – translational, rotational and

vibrational – to the net heat flux along the surface. Such contributions are depicted

in Figure 6.48 for cases A1, B1 and C1. In this set of plots, the subscripts T , R and V

stand for the translational, rotational and vibrational contributions, respectively. In

this context, it is important to remark that the translational contribution of the heat

transfer coefficient is related to the total kinetic energy of the molecules, and not just

to the thermal motion since Ch is defined in terms of the molecular speed c. On the

other hand, the rotational and vibrational contributions are strictly related to the

thermal states of the gas and surface, i.e., they are related to the local temperatures.

According to Figure 6.48, by focusing on case A1, it is observed that Ch is slightly

positive at the inlet region due to the translational contribution (Ch)T . This occurs

because at the leading edge the inlet flow performs a small, but finite, momentum

transfer to the surface. Downstream to this edge, as the viscous effects take place

the stream velocity is reduced and then (Ch)T tends to zero. Nevertheless, as the

gas flows along the convergent surface, the gas temperature drops, and (Ch)R and

(Ch)V also decrease as expected. Somewhere downstream to the throat (X ≈ 1.5)

the temperature difference, Tw − TO, is so large that the heat transfer from the

surface becomes more significant than the temperature drop caused by the expan-

sion process. As a result, the rotational and vibrational contributions – (Ch)R and

(Ch)V – increase along the downstream direction. Further the inflection point, cen-

tripetal effects change the flux of particles colliding on the surface and consequently

the rate that (Ch)R and (Ch)V increases also changes. Finally, near the nozzle lip the

strong expansion process causes a flow acceleration and a temperature drop. Con-

sequently, (Ch)T , which is related to c2i − c2r, jumps while (Ch)R and (Ch)V drop at
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the nozzle lip. Based on the fact that for the present account the expansion regions

provide c2i >> c2r, it can be approximated that (Ch)T ∝ c2i . Because of such a depen-

dence the total heat transfer coefficient Ch is strongly influenced by the translational

contribution (Ch)T in regions with drastic velocity changes.

By turning the attention to cases B1 and C1, it is recognized a discontinuous dis-

tribution of the heat transfer coefficient along the inflection point, in contrast to

case A1. For case B1, due to the abrupt increasing of the turning angle from the

convex to the concave surface, a sharp corner is formed at the inflection point. In

this circumstance, similar to the nozzle lip, the temperature drops and the flow ac-

celerates as it approaches to the inflection point. As a consequence, (Ch)T jumps and

(Ch)R and (Ch)V drop at this sharper corner. Moreover, as shown in Figure 6.40 for

case B1, the molecular number flux drops rapidly along the inflection point. Such

behavior is responsible for the drastic drop in (Ch)T from the convex to the concave

surfaces as depicted in Figure 6.48 for case B1. Although the high viscous effects

that take place along the surface, the accelerated flow is not able to contour the

sharp corner completely, and hence the stream flow does not reach the beginning of

the concave surface. Therefore, the combination of this effect with the mechanisms

mentioned for case A1 yields the complex distribution of the heat transfer coefficient

observed in case B1.

The aforementioned discussions can be also applied to explain the jump in Ch ob-

served in case C1. Near the inflection point the compression region caused by the

abrupt reduction in the turning angle promotes a flow deceleration as well as an

increasing in the number flux towards the end of the convex surface. Again, the

mixture of these effects promotes a discontinuous distribution in the heat transfer

coefficient.

An important result obtained from the current profiles is the fact that the sharp

corner formed at the inflection point for group B cases holds an absolute value of

the heat transfer distribution that is about the double of that observed in the other

groups.
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Figure 6.46 - Heat transfer coefficient (Ch) distribution along the internal micronozzle
surface for group A (top), B (middle) and C (bottom) cases.
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Figure 6.47 - Total, incident and reflected parcels of the heat transfer coefficient (Ch) along
the internal micronozzle surface for cases A1 (top), B1 (middle) and C1 (bot-
tom).
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Figure 6.48 - Total, translational, rotational and vibrational contributions of the heat
transfer coefficient (Ch) along the internal micronozzle surface for
cases A1 (top), B1 (middle) and C1 (bottom).
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6.3 Micronozzle Performance

In the previous sections the discussion focused on the physical aspects of the present

micronozzle flows as well as how the geometric changes on the divergent surface

affected the macroscopic and surface properties. In contrast, this section illustrates

the global impact of the current geometric changes on the micronozzle performance.

Such an information has primordial importance for engineering applications.

6.3.1 Specific Impulse

The main purpose of micropropulsive systems is to provide sufficient thrust to attain

the satellite and mission requirements. The thrust force is composed of two contri-

butions: (i) momentum flux and (ii) pressure thurst (SHAPIRO, 1954). Nevertheless,

for the present conditions, the former contribution is at least one order of magni-

tude greater than the latter one. In this connection, the thrust force Ft is defined

according to:

Ft =

∫
ρu2 dA (6.30)

where ρ and u are the local density and the longitudinal component of the stream

velocity as well as A = A(x) stands for the cross-section area at a given x-station.

For practical applications, it is desirable to obtain the maximum level of thrust

by means of the minimum propellant consumption, i.e., the minimum mass flow

rate ṁ through the micronozzle. In this sense, the typical measurement of the nozzle

performance is expressed in terms of the specific impulse Isp as follows:

Isp =
Ft
ṁg0

(6.31)

where g0 is the gravity acceleration.

Figure 6.49 shows the impulse specific Isp normalized by the impulse specific obtained

at the throat section Isp0 for group A, B and C cases. In this group of plots, XLd is the

length x normalized by the divergent length Ld. In addition, Table 6.1 summarizes

the main parameters applied to the calculation of the normalized specific impulse Îsp,

where Ft0 stands for the thrust at the throat section. These calculations are based

on a micronozzle depth equal to 120 µm that is the same value employed in the

validation process (Section 5.5). Moreover, since the present microflows are choked,

the following throat values are basically the same for all cases.
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Table 6.1 - Common throat section data.

Isp0 (s) Ft0 (µN) ṁ (kg/s)

28.991 153.163 5.399× 10−7

As the flow expands along the divergent region, different effects take place on the spe-

cific impulse: (i) density drops; (ii) stream velocity component u increases; (iii) geo-

metric cross-section area A increases, and (iv) viscous layer thickness increases (see

Figures 6.43 to 6.45). According to Figure 6.49, the normalized specific impulse Îsp

at the exit section is essentially the same for all cases. For the investigated con-

ditions, these results revel that even in micronozzles – where surface effects play

the main role on the flow structure – the geometric shape of the divergent surface

basically does not affect the specific impulse. Such a behavior also indicates that

the area ratio he/ht and the divergent exit angle θe, kept constat in all cases, may

perform the major geometric impact on Îsp as pointed out in previous studies (BAYT;

BREUER, 2001b; KIM, 1994). Notwithstanding, it is important to remark that the

thermal and mechanical loads on the divergent surface demonstrated to be affect

by the geometric parameters – αg and βg – defined in this study. Finally, it can be

observed that the presence of the divergent surface provided a specific impulse that

is almost two times higher than that one obtained by a micronozzle with only the

convergent part operating in the same conditions.
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Figure 6.49 - Normalized specific impulse (Îsp) at different XLd stations for group A (top),
B (middle) and C (bottom) cases.
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7 CONCLUSIONS

7.1 Concluding Remarks

In the present account a rarefied gas flow in a convergent-divergent micronozzle array

with rectangular cross-section has been investigated by using the Direct Simulation

Monte Carlo (DSMC) method. By considering a convex-concave divergent surface,

the impact of different divergent shapes on the two-dimensional flowfield structure,

aerodynamic surface quantities and micronozzle performance was explored by chang-

ing the surface slope and radius of curvature at the inflection point. In order to

decouple other geometric influences, the ratio between exit and throat areas as well

as the divergent exit angle were kept the same for all cases.

The computational results pointed out a small impact on the primary properties –

velocity, density, pressure and temperature – due to variations in the slope and

curvature of the divergent surface. These changes in the flowfield structure are mainly

assigned to different viscous boundary-layer growth and changes on the magnitude of

the internal surface area, which is related to friction and heating processes. Moreover,

due to the strong viscous effects present in micronozzle flows, the profiles showed

a subsonic condition at the throat section. Near the curved surfaces, centripetal

effects promoted different combinations between pressure and temperature gradients.

As a result, the subsonic layer was thinner along the convex surface and became

thicker along the concave surface. The symmetric assumptions employed in this

work resulted in a recirculation region in the external flow. The simulations also

showed that thermodynamic nonequilibrium took place in the entire divergent part

of the flow. Because of the rapid expansion, the largest rarefaction degree occurred

at the nozzle lip. Consequently, in this region the velocity slip, temperature jump

and thermal nonequilibrium were more significant.

By concerning to the aerodynamic surface quantities – number flux, pressure, skin

friction and heat transfer coefficient – the simulations indicated that the thermal and

mechanical loads that take place along the divergent surface are affected by changing

the shape of this surface. These coefficients demonstrated to be highly dependent

on the smoothness of the surface along the inflection point. For the investigated

conditions, a sharp corner at the inflection point yielded a heat transfer to the

gas around two times larger than that observed along a continuous surface slope.

Conversely, the present aerodynamic coefficients showed only a small sensitivity to
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the curvature of the divergent surface.

This study also revealed that even in micronozzles – where surface effects play the

main role on the flow structure – the geometric shape of the divergent surface does

not perform significant influence on the specific impulse. Anyway, the presence of

the divergent surface provided a specific impulse that is almost two times higher

than that one obtained by a micronozzle with only the convergent part operating in

the same conditions.

7.2 Future Work

In the present dissertation an initial investigation of a micronozzle flow was carried

out for different geometric conditions. As mentioned, the main focus was to measure

the impact of the shape of the divergent surface on the physical and performance as-

pects. The major challenges overcome in this research are listed as following: (i) the

present DSMC algorithm described an internal flow that covered continuum to tran-

sitional flow regimes, (ii) the implementation of boundary conditions expressed in

terms of pre-defined pressure values, (iii) a reasonable spatial resolution was ob-

tained at the nozzle lip in the sense that the sonic line merges very near this corner,

and (iv) the algorithm was partially rewritten in a parallel architecture in order to

improve the computational performance.

In despite of this study has taken into account representative physical assump-

tions and boundary conditions, a significant number of physical and numerical im-

provements should also be implemented in future investigations. Among others, it

is worthwhile to point out the following extensions:

1) The implementation of chemical reaction models, e.g., dissociation and

recombination, in order to account high temperature gas flows along the

micronozzle.

2) The application of gas-surface interaction models that concern with incom-

plete accommodation. It proves to be more realistic for materials applied

to microfabrication.

3) Since in microflows the surface effects are predominant, investigations of

the surface temperature effect may revel important features on the flow

structure and surface quantities.
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4) In array patterns, effects of different pitch distances between the micronoz-

zles and different back pressures can also be investigated since these pa-

rameters may change drastically the flow behavior.

5) The implementation of axisymmetric and three-dimensional versions of the

present DSMC algorithm.

6) The implementation of a massive and hybrid (OpenMP and MPI) parallel

version of the present DSMC algorithm.

Such improvements and additional investigations can provide further insight into

the nature of micronozzle gas flows as well as a high computational performance

and versatility.
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