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Transition to intermittent spatiotemporal chaos is studied in the regularized long-wave equation, a
nonlinear model of shallow water waves. A mechanism for the onset of on-off spatiotemporal
intermittency is explored. In this mechanism, the coupling of two chaotic saddles triggers random
switching between phases of laminar and bursty behaviors. The average time between bursts as a
function of the control parameter follows a power law typical of crisis transitions in chaotic systems.
The degree of spatiotemporal disorder in the observed fluid patterns is quantified by means of the
time-averaged spectral entropy for both chaotic attractors and chaotic saddles. The implications of
these results to other fluid systems are discussed. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3183590�

I. INTRODUCTION

Since the pioneering work of Lorenz,1 the understanding
of turbulent motions has motivated the study of temporal
chaos in nonlinear systems. Chaos theory can describe some
phenomena related to turbulence, such as coexistence of
regular and irregular motion, coexistence of coherence and
incoherence, broadband power spectra, and intermittency.
However, the lack of spatial information in systems de-
scribed by a small number of coupled ordinary differential
equations �ODEs� makes it hard to draw conclusions on their
usefulness for the interpretation of the dynamics of real
fluids.

The analysis of infinite-dimensional dynamical systems
modeled by partial differential equations �PDEs� can provide
a bridge between chaos theory and fluid dynamics. Such sys-
tems may exhibit a wealth of regimes, which include tempo-
ral chaos �TC� and spatiotemporal chaos �STC�. In PDEs, we
refer to TC whenever the patterns generated vary chaotically
in time, but spatial coherence is preserved. In STC, the dy-
namics is chaotic in time and irregular in space. Sometimes,
the TC and STC behaviors are referred to as STC and fully
developed STC, respectively.2 In relation to turbulence, a
comparatively small number of degrees of freedom are active
in STC, so the system lacks a fully developed turbulent
cascade.3 The present work focuses on a crisis transition
from TC to STC in the driven-damped regularized long-wave
equation �RLWE�, which has been derived in the past as a
model of shallow water waves,4–6 as well as drift waves in
magnetized plasmas.7,8

One of the ubiquitous features of dissipative spatiotem-
poral systems is the presence of transient chaos. Spatiotem-
porally chaotic transients have received much attention re-

cently after numerical simulations,9,10 and laboratory
experiments11–13 have shown that, at least for moderate Rey-
nolds numbers, turbulence in pipe flows is transient and
eventually the flow decays to the laminar state with the av-
erage duration of transients depending on the Reynolds num-
ber and amplitude of perturbations. Chaotic transients are
due to chaotic saddles, which are nonattracting chaotic
sets.14–18 The coupling of distinct chaotic saddles embedded
in a chaotic attractor results in intermittent switching be-
tween transient states.16–22 Recently, the coupling of a tem-
porally chaotic saddle �TCS� and a spatiotemporally chaotic
saddle �STCS� was proposed as a mechanism for the onset of
TC-STC intermittency right after a transition to STC.23,24

In the present paper, we use chaotic saddles to study the
degree of spatiotemporal disorder in the fluid patterns in the
RLWE. We will show that in the intermittent regime follow-
ing the transition to STC, the average time between bursts as
a function of the control parameter obeys a power law simi-
lar to crisis transitions in low-dimensional chaotic
systems.25,26

This paper is organized as follows. In Sec. II we present
the model equation and its numerical solution. Next, in Sec.
III the transition from TC to STC is discussed. The presence
of chaotic saddles and their role in transient and intermittent
spatiotemporal dynamics is analyzed. The conclusions are
given in Sec. IV.

II. THE RLWE

The unidirectional propagation of long waves in fluids
with small but finite amplitude in systems with nonlinearity
and dispersion can be described by the Korteweg–de Vries
�KdV� equation, which in dimensionless form is given
by5,6,27a�Electronic mail: rempel@ita.br.
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�tu + �xu + u�xu + �xxxu = 0. �1�

Equation �1� is often written without the second term after
taking x�=x− t and t as independent variables. The KdV
equation was originally derived for water waves and has
been used as a model for long waves in many other physical
systems,6 e.g., nonlinear ion-acoustic waves in plasmas.27

However, some mathematical properties of the KdV equa-
tion, such as the existence and stability of solutions, are dif-
ficult to study.5 Furthermore, there are other problems mainly
due to the dispersion term. For example, from the linear
dispersion relation of Eq. �1�,

� = k − k3, �2�

one can observe that the phase velocity Vph=� /k becomes
negative for k2�1, which is inconsistent with the assump-
tion of forward-traveling waves used in the derivation of Eq.
�1�.5 Moreover, the group velocity

d�

dk
= 1 − 3k2, �3�

does not have any lower limit, thus there is no bound to the
velocity with which short wavelength features propagate.
These impediments have led to the pursuit of an alternative
model. The RLWE was proposed by Peregrine4 and
Benjamin et al.5 as an alternative to the KdV equation. It was
later derived by He and Salat7 as a model for nonlinear drift
waves in plasmas with a periodic driving term and a linear
damping term introduced ad hoc in order to study transition
to chaos. The driven-damped RLWE is given by7,23,28–31

�t� + c�x� + f��x� + a�txx� = − �� − � sin�x − �t� , �4�

where a, c, and f are constants, � is a damping parameter, �
is the driver amplitude, and � is the driver frequency. Origi-
nally, Peregrine4 obtained Eq. �4� �without the two terms on
the right-hand side� from the momentum equation for the
mean horizontal velocity of water ��x , t� of an irrotational
flow by assuming that waves only travel in one direction and
the ratios between wave amplitude and water depth and be-
tween water depth and wavelength are small, where wave-
length means the distance in which significant changes in
surface height occur. The third-order derivative term in Eq.
�4� expresses the effect of the vertical acceleration of water
on pressure. In the absence of forcing ��=0�, the linear dis-
persion relation is

��k� = �i� − ck�/�ak2 − 1� , �5�

from which the phase velocity can be obtained

Vph = −
c

ak2 − 1
+

i�

k�ak2 − 1�
. �6�

Assuming that a�0 and c�0, Re�Vph��0 for all k. The
group velocity

Vg = −
c

ak2 − 1
+ 2ack2� 1

ak2 − 1
�2

− 2ia�k� 1

ak2 − 1
�2

�7�

approaches zero for large k, which means that high wave-
number features do not propagate. The existence, unique-
ness, and stability of solutions of the RLWE have been for-
mally demonstrated by Benjamin et al.5

We define periodic boundary conditions ��x , t�
=��x+2� , t� and fix a=−0.287, c=1, f =−6, �=0.1, and
�=0.65. These parameter values can be chosen arbitrarily
with the exception of a, which must be negative for physical
reasons and to avoid numerical instability.7 Here, the values
are chosen in order to study the transition to STC previously
identified by He.28 Thus, the driver amplitude � is the only
control parameter. From Eq. �5�, since a�0 and ��0,
Im���k���0 for all k. Thus, all modes are linearly damped.
This is in contrast to the Kuramoto–Sivashinsky equation
studied by Rempel et al.,24 where there was a band of lin-
early unstable Fourier modes. In the case of the RLWE, the
external driver is necessary to destabilize the mode with
wave number k=1, as discussed below.

We solve Eq. �4� with the spectral �Galerkin� method by
expanding ��x , t� in a Fourier series23

��x,t� = �
k=−N

N

bk�t�eikx, �8�

where k=2�n /L, n=−N , . . . ,N, L=2� is the system length,
and i=�−1. We set N=32. By introducing Eq. �8� into Eq.
�4�, one obtains a set of ODEs in terms of the complex
Fourier coefficients bk�t�,

�1 − ak2�
dbk

dt
= − ickbk − �bk +

�

2
sin��t�	1,k

+
i�

2
cos��t�	1,k − �ifkbkbk�k, �9�

where 	 is the Kronecker delta and the last term on the
right-hand side is the Fourier transform of f��x�, which is
responsible for nonlinear wave coupling. In order to compute
this term, the pseudospectral method is used, where the de-
rivative is obtained in the Fourier space, �x�→ ikbk. Next,
both ikbk and bk are inverse-Fourier transformed to real
space, where the multiplication f��x� is performed. Finally,
the result is Fourier transformed again and is inserted into
Eq. �9�. Numerical integration is performed using the lsodar
integrator,32 a variable-step integrator which is readily
available.33 At each time step, 1/3 of the high k modes are set
to zero in order to avoid aliasing errors.34 Thus, the effective
number of modes is N=20. From Eq. �9�, it can be seen that
in the presence of an external driver ���0�, energy is in-
jected into the mode k=1 and spreads toward other modes
through the nonlinear term. Thus, the forcing and nonlinear
terms are responsible for driving the system away from equi-
librium and leading the system to chaos.
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III. RESULTS

A. Transition to STC

The transition to STC can be easily recognized as a sud-
den change in the spatiotemporal patterns of the numerical
solutions of Eq. �4�. Figure 1 shows the asymptotic solutions
obtained for two values of the control parameter �. The first
regime �Fig. 1, upper panel� obtained for �=0.199 is regular
in space, but a positive value of the maximum Lyapunov
exponent �
max	0.05� for the attractor indicates that the dy-
namics is temporally chaotic �TC�. The Lyapunov exponents
are obtained from the eigenvalues of the linearized vector
field along a trajectory, and are computed with the code
given in Wolf et al.,35 where a Gram–Schmidt orthonormal-
ization process which employs the Euclidean norm is used
and base 2 logarithm is adopted for the exponents. The lower
panel of Fig. 1 shows that in the second regime ��=0.201�
the spatiotemporal patterns are disordered in both space and
time. The maximum Lyapunov exponent for the attractor
STCA has jumped to 
max	0.12. The transition from spatial
regularity to spatial irregularity is due to an attractor-
widening crisis that occurs after the collision of the spatially
regular attractor with an unstable saddle orbit and has been

described in a series of papers.28–30 The energy distribution
among Fourier modes can be seen in the time-averaged
power spectra 
�bk�2�t depicted in Fig. 2 for N=32 �left� and
for N=512 �right�. The spectrum in the temporally chaotic
attractor �TCA� regime ��=0.199, dashed line� is narrower
than in the spatiotemporally chaotic attractor �STCA� regime
��=0.201, solid line�. This indicates that at the onset of STC,
when the spatial regularity is destroyed, spectral energy cas-
cades to neighboring modes due to nonlinear wave-wave in-
teractions, increasing the number of active modes. The en-
ergy spreading remains essentially the same for N=32 and
N=512.

The amount of spatial disorder can be quantified by
means of the spectral entropy24,36,37

S�t� = − �
k=1

N

pk�t�ln�pk�t�� , �10�

where pk�t� is the relative weight of a Fourier mode k at an
instant t

pk�t� =
�bk�t��2

�k�bk�t��2
. �11�

Since ��x , t� in Eq. �4� is a real variable,

�b−k�t�� = �bk�t�� , �12�

only Fourier modes with k�0 need to be considered. Note
from Eq. �9� that the mode b0�t� is decoupled from the other
modes and is null for all t if b0�0�=0. The spectral entropy is
maximum for a random system with uniform distribution,
i.e., for all k, pk�t�=1 /N. In this case, S�t�=ln N.38 For
N=20, the maximum entropy is Smax	3.

Figure 3 shows the variation in the time-averaged spec-
tral entropy 
S�t for the attracting solutions �solid line� of Eq.
�4� as a function of the control parameter �. The onset of
STC can be clearly seen as a sudden increase in the value of

S�t at �	0.2. The other curves displayed in Fig. 3 are dis-
cussed in Sec. III B.

FIG. 1. �Color online� Spatiotemporal patterns ��x , t� of the RLWE for
�=0.199 �TCA, upper panel� and �=0.201 �STCA, lower panel�.
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FIG. 2. Time-averaged power spectra in the k wavenumber domain for �=0.199 �TCA regime, dashed line� and �=0.201 �STCA regime, solid line�, for
simulations with N=32 �left� and N=512 �right� Fourier modes.
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B. Transient and intermittent spatiotemporal
dynamics

By neglecting the dissipation and forcing terms on the
right-hand side of Eq. �4�, after multiplication by � and in-
tegration in the spatial domain, one can obtain an equation to
describe the temporal evolution of the “wave energy,” which
is a constant of motion for �=�=0,7,31,39

E�t� =
1

4�


0

2�

��2 − a�x
2�dx . �13�

We use the time series of the wave energy to identify tran-
sient and intermittent behaviors in the RLWE. Another quan-
tity that has proven useful in this task is the time series for
the height of the main peak of the power spectrum h.24 Fig-
ure 4 shows the time series for the wave energy E and the
main peak height h. In the TC regime �Fig. 4, left panels� the
time series of E and h display an initial behavior of high-
level fluctuations before converging asymptotically to a
“laminar” state with lower variability, corresponding to the
TCA of Fig. 1 �upper panel�. In the STC regime �Fig. 4, right
panels� the time series of E and h display intermittent switch-
ings between “bursty” �high variability� and laminar �low

variability� behaviors. It is important to distinguish the na-
ture of this TC-STC intermittency found in the RLWE from
the spatiotemporal intermittency reported by Chaté and
Manneville,40 where patches of laminar and bursty behaviors
coexist in space. Here the bursty phases are clearly localized
in time but extend over the whole space, similar to the spa-
tiotemporal intermittency found in the damped Kuramoto–
Sivashinsky equation with periodic boundary conditions24

and experiments with liquid columns hanging below an over-
flowing circular dish.41

As mentioned before, chaotic transients are due to the
presence of chaotic saddles in the phase space. We adopt a
Poincaré map in which a point is plotted every time the flow
of Eq. �9� crosses the plane Re�b1�t��=0 with
d�Re�b1�t��� /dt�0. Then, we employ the sprinkler
method14,15 to find chaotic saddles. In Fig. 5 the attracting
and nonattracting chaotic sets are represented as projections
of the Poincaré points on the �Re�b4� ,Re�b5�� plane. At
�=0.199, prior to the onset of STC, it is possible to find a
chaotic saddle coexisting with the TCA. This chaotic saddle
is responsible for transient STC and is duly named
STCS.23,24 Figure 5 �upper panel� depicts the TCA �black�
and the STCS �gray� for �=0.199. The latter surrounds the
region occupied by the TCA. After the transition to STC
��=0.201, Fig. 5 �middle panel��, the attractor expands
abruptly to include the region previously occupied by the
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FIG. 3. Time-averaged spectral entropy as a function of the driver amplitude
�. The solid line represents the attractors �TCA and STCA�, the dashed line
denotes the STCS, and the dotted line the TCS.
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regime, there is transient STC due to a STCS.

FIG. 5. Projections of attracting and nonattracting chaotic sets for the
RLWE for �=0.199 �upper panel�, showing the TCA �black� and the STCS
�gray�, and for �=0.201 �middle panel�, showing the STCA, which is de-
composed in the lower panel into a TCS �black� and a STCS �gray�.
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STCS. If one applies the sprinkler method in this regime,
two chaotic saddles embedded in the STCA can be found.
They are shown in Fig. 5, where the STCA �middle panel� is
decomposed into a STCS �gray� and a TCS �black� �lower
panel� which evolves from the destabilized TCA. In the
sprinkler method, the chaotic saddle is approximated by
points from trajectories that follow long transients before
escaping from a predefined restraining region of the phase
space. Given the difficulty in defining a restraining region in
a high-dimensional phase space, we use the different levels
of wave energy displayed by the TC and STC regimes to
identify the “restraining regions.” To find the STC saddle, a
large set of initial conditions is iterated and those trajectories
for which E�t��1.2 for 100 consecutive iterations of the
Poincaré map �t	1000� are considered to be in the vicinity
of the STC saddle. For each of those trajectories, the first 40
and last 40 iterations are discarded and only 20 points are
plotted. For the TC saddle, the restraining region is defined
as above, but with E�t��1.2 instead. This threshold of E�t�
is found after an inspection of the variability of E�t� in Fig.
4. The number of iterations discarded is chosen after some
trial and error �see Ref. 15�.

The attractor decomposition mentioned in the previous
paragraph suggests that chaotic saddles dominate the spa-
tiotemporal intermittent dynamics found after the onset of
STC. Their signatures can be seen in the time series shown in
Fig. 4. The STCS governs the dynamics of the initial tran-
sient in the left panels �TC regime� and the bursty periods in
the right panels �STC regime�. Moreover, the similarity be-
tween the TCA regime before the STC transition and the
laminar phases after the STC transition is due to the fact that,
after the onset of STC, the TCA loses its stability, becoming
a TCS, which governs the laminar periods in the STCA re-
gime. The TC-STC intermittency consists of random switch-
ings between phases where the dynamics is basically gov-
erned by TCS and STCS, respectively.

As the control parameter � is increased beyond the tran-
sition point, the average duration of the laminar periods �
decreases as a power law. In Fig. 6 we plot � as a function of
the departure from the critical value of the control parameter
�here taken as �c=0.2� in the log-log scale. This result indi-
cates that the STCS dominates the spatiotemporal dynamics

of the STCA when the value of the control parameter � is
increased. This can also be seen in Fig. 3, where the values
of the time-averaged spectral entropy for STCS and TCS are
represented by the dashed and dotted lines, respectively. The
spectral entropy of STCA rapidly approaches the entropy of
STCS after the transition at �c	0.2. It is clear that the spec-
tral entropy of STCS for ���c can be used to predict the
dynamics in STCA for ���c, as pointed out in Ref. 23.

IV. CONCLUSIONS

In this paper, we have demonstrated that chaotic saddles
are responsible for chaotic transients and intermittency in a
nonlinear model of long waves in shallow waters. When the
dynamics is regular in space and chaotic in time, a STCS
dominates the transient dynamics. After the transition from
temporal chaos to STC due to a crisis, the attractor under-
goes a sudden increase in size and complexity in both space
and time, reflected by a broader power spectrum and an in-
crease in spectral entropy and the maximum Lyapunov ex-
ponent. The TC-STC intermittency in this regime is caused
by the coupling of two chaotic saddles embedded in the en-
larged attractor. One is a continuation of the STCS respon-
sible for transient chaos prior to the crisis and the other is a
continuation of the spatially regular TCA �now turned into
TCS�. We believe that this coupling is due to the sudden
creation of a set of coupling unstable periodic orbits �UPOs�
at the crisis �related to “explosion”16–18,42�. It has been shown
for low-dimensional dynamical systems16–19,43 that in a
Poincaré map these coupling unstable orbits possess points
in the regions of the phase space occupied by both chaotic
saddles, and the coupling is done through a series of hetero-
clinic connections between the manifolds of the coupling
UPOs and the manifolds of the UPOs that belong to the
chaotic saddles.

Although the spatial resolution of the numerical solution
of the RLWE used in this work is small, the dynamics is
essentially the same for higher resolutions. This is a conse-
quence of the fact that for the selected parameters only a
small number of modes are active in the pre- and post-
transition dynamics, so the system corresponds to weak wave
turbulence.44,45

The results presented here are consistent with those re-
ported by Rempel et al.,24 where the damped Kuramoto–
Sivashinsky equation with periodic boundary conditions was
studied. Hence, we suggest that the mechanism for the onset
of TC-STC intermittency via the coupling of chaotic saddles
can be readily found in other fluid systems in transition from
laminar to weakly turbulent flows provided the following
conditions are met: �1� there is a discontinuous transition
from temporal chaos to STC due to a crisislike phenomenon
and �2� before the transition, the system displays transient
STC. Examples of fluids with chaotic transients and a crisis
transition to STC or turbulence may include the onset of
bursting behavior in a driven, two-dimensional viscous flow
subject to no-slip boundaries46 and the onset of turbulence in
pipe flows. In the latter case, a boundary crisis seems to be
responsible for converting a transient turbulent state into a
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FIG. 6. Average duration of laminar intervals � as a function of the depar-
ture from the critical value of the control parameter ��c=0.2� in the log-log
scale for the RLWE. The straight line shows a least-squares fit with slope
��−1.05.

074105-5 Spatiotemporal intermittency and chaotic saddles Phys. Fluids 21, 074105 �2009�

Downloaded 09 Dec 2009 to 150.163.34.20. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



turbulent attractor at Reynolds number of �1800.10,11 Al-
though recent experiments seem to indicate that turbulence
in pipe flows is indeed a transient phenomenon,12,13 thus con-
tradicting the previous results. Whether it is transient for all
Reynolds numbers or there is a crisis bifurcation to an attrac-
tor remains an open question.47
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