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ABSTRACT

A hydrostatic numerical model with simple microphysical parameterization is used to simulate moist slantwise
convection (MSC) in an archetypal initial condition free of other kinds of instability. The numerical experiments
are designed to explore the roles of rain evaporation and the spatial distribution of humidity on the evolution
of the unstable motion.

The simulations show that the necessary condition of instability g, < 0 (equivalent Ertel potential vorticity)
becomes less negative in the region where the slanted updraft and downdraft develop. Potential upright instability
is generated above the updraft and also below it in the colder sector.

The updraft resembles an ageostrophic streak of 200 km perpendicular to the thermal wind vector and drifts
slowly into the warmer sector with a velocity of 4.5 km h™!, while the parcels near the surface in this sector
move toward the updraft. The results indicate the occurrence of a weak low-level jet ahead of the updraft along
the thermal wind vector and also a strong high-level jet in the colder sector.

It is found that the surface acts to decrease the value of ¢, in the colder region in a shallow layer, although
this is not essential in the updraft maintenance. Instead, two conditions play important roles in its maintenance:
1) rain evaporation below the updraft and 2) moist atmosphere on the warm side of the updraft. The rainwater
evaporation drives an unstable slantwise downdraft into the warm sector and increases the convergence at low
levels, maintaining the slanted updraft active for many hours.

The difficulty in triggering the unstable motion with a small initial perturbation suggests that MSC is perhaps
unlikely to occur in nature without a coupled forcing, such as frontogenetical forcing or convective buoyant
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instability.

- 1. Introduction

The development of observational techniques using
radar and aircraft in meteorology revealed details in
extratropical cyclones not provided by early conceptual
models. Cunningham (1951) observed a quite heter-
ogeneous cloud structure within a deepening cyclone
over Massachusetts. Since then, many observational
programs have been designed to characterize the
embedded precipitation patterns associated with these
systems. Most of them have documented convective
midlatitude precipitation organized in lines parallel to
the fronts and with horizontal scales around a few
hundred kilometers (e.g., Elliot and Hovind 1964,
1965; Nozumi and Arakawa 1968; Austin and Houze
1972; Browning and Harrold 1969; Browning and Par-
doe 1973; Houze et al. 1976; Hobbs 1978).
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The theory of conditional symmetric instability
(CSI) has been evoked as a possible explanation of
rainbands seen in the mesoscale range in a baroclinic
basic flow. Bennetts and Sharp (1982) examined the
CSI criterion in several cases of extratropical cyclones
in which the necessary condition for CSI was satisfied.
The radars displayed rainbands in 80% of them. Also,
several observational studies have described situations
with simultaneous occurrence of CSI, or weak condi-
tional symmetric stability (CSS), and other forcing
mechanisms. Sanders and Bosart (1985) examined a
case of a heavy snowstorm where weak CSS and fron-
togenetical forcing were identified. Apparently the pre-
cipitation was caused by the frontogenetical forcing,
and the weak CSS in the warmer air sector contributed
in concentrating the ascending motijon in a narrow re-
gion, enhancing the precipitation. Jascourt et al, (1988)
studied a case of five bands separated by clear-air de-
scending motion detected in satellite pictures. They
suggested that the upright buoyant instability was
modulated by the mesoscale circulation associated with
weak dry symmetric stability.
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Although research results support the hypothesis that
CSI plays an important role in the organization of me-
soscale rainbands associated with extratropical cy-
clones, the understanding of several aspects of this
mechanism concerning the ideal conditions necessary
to maintain active slantwise motion for many hours
seems to be very poor. A numerical model, due to its
advantages in controlling parameters and quantifying
physical processes, is a powerful research tool. Theo-
retical models like that of Xu (1984) are in general
suggestive, but cannot describe CSI properly due to
analytical barriers inherent to the nonlinear nature of
condensation and evaporation. Bennetts and Hoskins
(1979, hereafter BH) carried out numerical simulations
of CSI in a nonlinear model in which the water vapor
and rainwater were not explicitly included. The heating
was specified by a function that depends on the upward
velocity and the geometric height. Despite the model’s
simplicity, the simulations showed an ascending slanted
motion concentrated in a narrow region surrounded
by two broad and slow descending motions. However,
the evaporative effects should have been included in
order to describe the descending motion properly, since
this mechanism may affect in some way the ascending
motion. Recently, Innocentini (1986) and Saitoh and
Tanaka (1987, 1988; hereafter ST87, ST88) incorpo-
rated a Kessler-type microphysical parameterization
in a hydrostatic and nonhydrostatic model, respec-
tively, including explicitly water vapor, cloud, and
rainwater. In ST87 the initial condition was obtained
by adjusting the equivalent virtual temperature hori-
zontal gradient to a prescribed constant velocity vertical
shear, and the condition equivalent Richardson num-
ber less than 1 (also a necessary condition of CSI) was
controlled by the water vapor amount. The horizontal
and vertical grid lengths were 2 and 0.5 km, respec-
tively. Like BH, they also showed that the slantwise
updraft induces a convectively unstable midtropo-
spheric layer. Further, they showed that evaporative
processes in the rain area below the updraft increase
the mass convergence at low levels feeding the updraft.

The present paper investigates several aspects of CSI
not discussed earlier. We employ a numerical model
for an idealized atmosphere initially free of convective
buoyant instability and frontogenetical forcing. Em-
phasis will be put on delineating the relative importance
of rain evaporation, generation of the necessary con-
dition for CSI at low levels, and the role of initial hu-
midity distribution in maintaining the slantwise up-
draft. The efficiency in releasing slantwise convective
available potential energy (SCAPE), defined as the po-
tential energy available for conversion into kinetic en-
ergy (Emanuel 1983b), will be calculated. The evo-
lution of equivalent Ertel potential vorticity g, and
other kinds of instabilities (buoyant, symmetric, and
inertial) due to the unstable motion will also be ex-
amined. In contrast to ST87 the model adopted is hy-
drostatic with a vertical grid length of 300 m and a
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horizontal grid length of 14 km, with water substance
represented in three stages (vapor, cloud, and rain)
and very simple microphysics. As will be shown later,
potential upright buoyant instability is generated in
several regions, but its triggering is prevented by the
descending motion. Thus, it seems unnecessary to
simulate CSI in a nonhydrostatic model, except in
ST88 simulations where a large supply of water vapor
placed at low levels enables upright instability to be
triggered in earlier stages of integration where there is
no descending motion.

An attempt will be made to obtain an archetypal
initial condition. It is designed so that the atmosphere
is saturated throughout the domain (except near the
boundaries). Unlike in ST87, regions with weaker po-
tential stability to upright convection on the warm side
near the boundaries are avoided, as are horizontal gra-
dients of g.. This prevents the existence of particular
regions where the symmetric rolls would be preferred
to develop or move away.

Sanders and Bosart (1985) and Emanuel (1983a)
showed cases of moving and intensifying cyclones over
eastern North America. From the Mexican Gulf po-
sition in relation to the synoptic situations depicted,
we infer that advections of warm moist air in the
warmer sector and cold dry air in the colder sector
might have played important roles. In view of these
studies, we will reduce the humidity in some sectors
of the domain and study its effect on the strength and
characteristics of the updraft motion. The objective is
to point out that not only is the coupling of CSI with
frontogenetical forcing or upright instability at low lev-
els relevant to the development and maintenance of
slantwise convection, but so is the availability of moist
parcels on the warmer side of the domain. The dis-
cussion will be supported by a trajectory analysis of
some selected parcels, to detect which parcels are feed-
ing the updraft.

A short review of symmetric instability theories is
provided in section 2 emphasizing the remarkable
conceptual importance of the inclusion of water sub-
stance on the downdraft. The model formulation is
presented in section 3, the numerical results and dis-
cussions in section 4, and the most significant conclu-
sions are summarized in section 5.

2. Review of symmetric instability theories

This short review is not intended to be complete,
but only to point out the main distinctions among dry,
conditional, and moist symmetric instabilities. More
detailed descriptions of the first two theories are given
by BH.

a. Dry symmetric instability (DSI)

Probably DSI was introduced into meteorology by
Solberg (1936), referring to a kind of dynamic insta-
bility as inertial instability along a surface of constant
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potential temperature. Bennets and Hoskins show that
the criterion for this instability is the Richardson num-
ber Ri < f/n, where fis the Coriolis parameter and 3
is the vertical component of absolute vorticity. The
resulting unstable motion has zero phase velocity and
no structure along the thermal wind vector. Equivalent
to this criterion is the Ertel potential vorticity g nega-
tive, ¢ = 0+ V8)/p, where p is the density, § is the
potential temperature V is the three-dimensional gra-
dient operator, and 7 is the three-dimensional absolute
vorticity vector. It is easy to show that an atmosphere
with 0 < Ri < f/ in geostrophic balance must have 8
surfaces steeper than M surfaces (M = fx + V,, where
X is the axis perpendicular to the thermal wind vector
and V, the geostrophic velocity).

From the Lagrangian point of view, M and ¢ are
conservative quantities when the spatial derivative
along the thermal wind vector, friction terms, and per-
turbation of pressure are neglected (Emanuel 1983b).
Under the condition 0 < Ri < f/7, a parcel moving
along a path oriented between its original M and 6
surfaces will accelerate away from its initial position.
The parcel is unstable for either upward or downward
displacements. However, Ri < f/7 is rarely found in
the atmosphere on a horizontal scale greater than 100
km, except in a very shallow layer near the surface,
which prompted BH to include latent heat release in
this theory.

b. Conditional symmetric instability (CSI)

To our knowledge, the first reference to CSI was
given by Sawyer (1949). In his comments about the
inertial instability on 6§ surfaces, referring to Solberg
(1936), he noted that its criterion of instability seems
to be rarely satisfied in frontal regions, and wrote

however since the air is saturated, it is more appropriate
to use surfaces of constant equivalent potential tem-
perature for ascending fluid elements . . . the ascend-
ing currents would remain saturated but descending
fluid elements would ultimately become unsaturated
(unless within the rain area ) and descending under dry
adiabatic would not experience the same instability.

Following his suggestion, the effective static stablhty is
reduced by latent heat release.

For a parcel to be unstable, the 8, surfaces of equiv-
alent potential temperature (or wet-bulb potential
temperature) must be steeper than the M surfaces by
arguments similar to those used for DSI. This means
that in CSI the equivalent Ertel potential vorticity g,
must be negative, g, = (7-V8,.)/p. Alternatively, the
equivalent Richardson number Ri, must satisfy the re-
lation

S 88./9x

Ri, n 06/0x

&g d6./0z
8 (3V,/0z)>
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The Lagrangian rate of change of ¢, is given by

Dg, 1
= 2.V 8o, +
Dt p e m)

- £ (kxV8).Vs, (1)
'Y
where S,, and Se, represent sources of momentum and
heat other than heat release. Unlike g, not only sources
and sinks of momentum and heat can modify the sign
of g.. The understanding of the last term on the right-
hand side of (1), hereafter g,, becomes easier by ob-
serving that it is proportional to
_9v,
32 Vae,
and its contribution will be nonzero only if there is a
vertical shear in the wind component parallel to V4,.
In a saturated atmosphere, obviously ¢, = 0. For an
unsaturated case, ¢, is nonzero provided there is a non-
homogeneous distribution of water vapor mixing ratio
along the thermal wind vector, changing the value of
00./9z. Thus, g, is increased by g, if the atmosphere
becomes moister at high levels or drier at low levels
due to the geostrophic wind advection.

¢. Moist slantwise convection (MSC)

The criterion of CSI is actually a generalization of
the DSI with 6, replacing 6 for an ascending parcel.
For descending motion, # must be the conservative
property considered, and unless ¢ < 0, the descending
motion is stable. Xu (1984), in an analytical study of
CSl, divided the domain into distinct regions, alter-
nating the conservative property in each one, according
to upward and downward motion. He was able to show
that the linear criterion of instability in an inviscid
flow is still g, < 0. However, in order to make the
system of equations analytically tractable, he (also BH)
assumes that parcels are always ready to release heat.
Obviously, a single parcel that descends with 8 constant
and releases heat immediately when it experiences an
ascending motion is not conserving moist static energy.
This premise is violating the first law of thermodynam-
ics. The explicit inclusion of water vapor removes this
difficulty.

Another limitation in CSI can be noted in the nu-
merical results by BH. The motion obtained is char-
acterized by a narrow slanted updraft between two
broader, slowly descending motions. As pointed out
by Sawyer (1949), the descending motion would be-
come unsaturated, and beneath the updraft, evapora-
tion of rain could make the descending parcels unstable
by the CSI criterion. We define MSC as a flow satisfying
ge < 0, with water vapor and rainwater explicitly in-
cluded. It must be emphasized that the differences
among DSI, CSI, and MSC are crucial in determining
the stability of the descending motion.
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d. Slantwise convective available potential energy
(SCAPE)

The concept of convective available potential energy
(CAPE) has been used by synopticians to identify re-
gions favorable to upright convection. This energy is
easily evaluated on a thermodynamic diagram from
single-station radiosonde data. Emanuel (1983b) de-
fines SCAPE similarly to CAPE but evaluates energy
on an M surface

SCAPE = f%(apa — Ben)dl 2)
where 0,, and 0., are the parcel and environmental
potential temperatures, respectively, and d/ is the in-
finitesimal length along the M surface projected onto
the vertical axis. The integration is done from the level
of free convection to the level of nonbuoyancy. Al-
though numerical simulations and analytical consid-
erations show parcels moving nearly along the 6, surface
(Thorpe et al. 1989), this is not an essential point in
the evaluation of SCAPE because the integral depends
only on the extreme points of the path (Emanuel
1983b). In the development of parcel theory, it is im-
plicitly assumed that the perturbation pressure forces
are small and the environment will suffer minimal
changes during the parcel displacement. For MSI the
former hypothesis is reasonable because the parcel
motion occurs approximately along a neutral buoyancy
curve, while the latter is less easily justified, as we will
show in section 4.

Emanuel (1983a) mentioned some mechanisms that
change the value of SCAPE. It seems that any process
acting to alter the difference between heights of the
level of free convection and the level of nonbuoyancy
along an M surface will alter the SCAPE. While dif-
ferential horizontal ageostrophic advection can convert
slantwise convection instability to upright convection
conserving SCAPE, ageostrophic vertical advection can
alter SCAPE. Irreversible processes like diabatic heat-
ing/cooling and surface friction will modify the
SCAPE. It is interesting to note that although ¢, and
SCAPE must have opposite signs in a saturated at-
mosphere, a particular value of g, does not correspond
to one determined value of SCAPE. To show this, it is
sufficient to present a mechanism capable of changing
one quantity without affecting the other: a stretching
motion along an M surface can decrease the gradient
of 6, along it, augmenting SCAPE. Since g, is propor-
tional to the solenoids formed by M and 6, surfaces,
this stretching must be compensated by a horizontal
divergent motion advecting M, conserving the sole-
noids and ¢..

As will be shown later, a cold horizontal advection
takes place above the surface in the colder sector. Since
in our numerical simulations the potential temperature
is kept constant and the horizontal velocity is imposed
to be zero at the surface, a discussion about the effect
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of these assumptions on the SCAPE and g, values will
be useful in section 4 when the numerical results are
presented. In this case the vertical mixing of heat will
increase the potential temperature of the parcels above
the surface, increasing the SCAPE. The frictional effect
will also increase the SCAPE by making the M surfaces
less tilted (according to Fig. 14 of Emanuel 1983a).
The effect on ¢, can be understood by evoking the first
and second terms on the right-hand side of (1). The
first term is proportional to V.Sg, along the vector 7
and M surfaces. In the situation analyzed, the surface
acts as a source of 8. Thus, this term is negative and
decreases the value of ¢.. The second term is propor-
tional to

_ asmyge_e % 0S,my
dz dx 9z ox

where S,,, represents sources and sinks of y momen-
tum. Since the surface is a sink of y momentum when
0, is increasing with the x axis, the first term above
contributes to decreasing the value of g.. In the case
of convective stability, the contribution due to the sec-
ond term will depend on the horizontal distribution
of Spy.

3. The model formulation

a. Governing equations

We employ the primitive equations written in the
two-dimensional form, with hydrostatic, anelastic, and
quasi-Boussinesq approximations (the vertical deriv-
ative of the basic-state density is retained in the con-
tinuity equation).

Let 8 and II be the deviations of potential temper-
ature and Exner function Il = ¢,/(p/p,)*' from a
steady, neutrally stable reference state defined by Io(z)
and §, constant in hydrostatic balance, where p is the
pressure, p, a reference pressure, R the specific gas con-
stant for dry air, and ¢, its specific heat capacity at
constant pressure. The system of equations is given by
the momentum equation, the hydrostatic relation, the
mass continuity equation, the thermodynamic equa-
tion, and the conservation of vapor r,, cloud r., and
rain r, specific mass, They are written in the form

% %“xz %{alxv+kav+aovhn=sm
(3)

—g(()ﬂ0 + 0.608r, — r. — r,) + 6o % =0 (4)

% %"7“ %I‘”;;va=sa, a=0,r0,7e,7, (6)
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where V = (u, v ) is the horizontal velocity vector; u
and v the velocities along the x and y axis; w the vertical
velocity along the z axis; g the acceleration of gravity;
V, the horizontal gradient operator; S, the sources and
sinks of @, r,, r. or r.; S,, the sources and sinks of
momentum; and H = %R, From Eq. (5) we can
define the streamfunction for the transverse motion by
0y/dz = Hu and oy /dx = —Hw.

b. Microphysical parameterization

Since our intention here is to capture the feature
distinguishing MSC from CSI, namely, the explicit in-
clusion of vapor and rain, a simple parameterization
of the processes representing interactions between the
variable 8, r,, r., and r, is used. The sources and sinks
for cloud, vapor, rain, and potential temperature are
given, respectively, by

S.=A-B-D-E+T,
S,=-A+B+C+T,
S,=-C+D+E-F+T,

S@z—ILi(A—B—C)+T@

where T, T, T,, and T represent subgrid turbulent
processes to be parameterized, L is the latent heat of
condensation, and

condensation rate of r,

evaporation rate of r,

evaporation rate of r,

autoconversion rate of r. into 7,
collection rate of r. by falling raindrops
loss of r, due to precipitation.

I RCRS AN

The saturation mixing ratio 7, is computated from the
Teten’s formula given by Soong and Ogura (1973).
The approximate net change of water vapor necessary
to bring a parcel to saturation is given by

) erS
T o6/ ¢, — 36)°

where b = 4092.8, which is equal to (4 — B) when Ar,
> 0. In the case that Ar, <0, (4 — B) = min(Ar,, r.).
The collection follows the relation given by Klemp and
Wilhelmson (1978), namely,

E=22rr%% [gg7'] (7)

and any excess in r, over a threshold value of 0.0005
g g~ ! is autoconverted into r,. Term F is given by
d(V,r,)/ 9z, where V, is the raindrop’s terminal velocity,
which is calculated from the simplified relation em-

ployed by Thorpe et al. (1982):
V,=21.179r22

+ 1

[ms™!].

(8)
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The rain evaporation rate is given by the relation
C=02r%(rs—r,) 827} 9)

and will be kept equal to zero whenever r, = r,. Equa-
tion (9) gives results similar to the parameterization
used by Klemp and Wilhelmson (1978).

¢. Boundary conditions, subgrid-scale
parameterization, and grid system

The grid system is a staggered C grid, as defined by
Messinger and Arakawa (1976). At the lower boundary
a no-slip condition is used, and at the upper boundary
a stress-free condition is employed. The pressure at the
upper boundary is adjusted geostrophically to the ve-
locity v in each time step. At the lateral boundaries
radiational conditions, as suggested by Orlanski (1976),
are used for the prognostic variables # and v. For 6, a
null horizontal eddy transport condition gave better
results. The vertical velocity is zero at the lower
boundary and is calculated at the upper boundary. The
potential temperature is fixed at the lower boundary.

In addition to the physical necessity of representing
the subgrid eddy transports, there is a numerical re-
quirement to control the accumulation of energy in
the two gridpoint wavelength, caused by the nonlinear
aliasing effect. For that, we use the simplest K theory
for horizontal and vertical diffusion.

d. Domain and numerical procedures

The domain has a horizontal extension of 560 km
represented by 40 grid points, with grid length Ax = 14
km. In the vertical, Az = 300 m and the depth is 7.5
km. The time differencing scheme is leapfrog for the
advective terms and forward for the diffusion terms
with a time increment of Af = 30 s. An Asselin time
filter is used to prevent the separation of solutions in-
herent to the leapfrog scheme. Second-order approxi-
mation is used to calculate spatial derivatives.

In each time step, we first calculate the evolution of
all variables considering only advective and diffusion
terms. Afterwards, the microphysical parameterization
is performed and the supersaturation is removed. If a
grid point is subsaturated and there is some cloud water
present, the cloud water is evaporated until the grid
point becomes saturated. The advection of r, due to
precipitation (term F) is calculated following the
scheme proposed by Smolarkiewicz (1983). This pro-
cedure prevents the rain mixing ratio from becoming
negative. Further details about the numerical model
can be found in Innocentini (1986).

4. Numerical experiments

The discussion of MSC is based on four simulations.
The focus will be on the importance of humidity dis-
tribution in the water budget accompanying the de-
velopment of MSC and the factors affecting the dis-
placement and maintenance of the updraft.
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a. Initial condition

The initial condition must be the simplest possible
in order to enable understanding of the basic mecha-
nism of MSC. The 6§ and v fields are initialized to satisfy
the thermal wind balance. The vertical eddy diffusion
coefficients are 8 m? s™', except for v and 6, where a
small vertical variation is permitted to allow the initial
condition to represent a steady equilibrium; that is, the
eddy transports of heat and momentum are constant
in the z direction, instead of the diffusion coefficients
as is usually assumed in the K theory. The horizontal
eddy diffusion coefficient is 4000 m?s~!. Other re-
quirements are that the equivalent Ertel potential vor-
ticity and relative humidity be nearly uniform along
each horizontal level to avoid the displacement of MSC
toward some particular region in the domain due to
nonhomogeneous horizontal distribution of these
fields. Later, the atmosphere is made drier in some
sectors of the domain in order to explore the effect of
humidity alone on the unstable motion. Also, an initial
condition satisfying the CSI criterion, but free of up-
right and inertial instabilities, is desirable to enhance
the physical insight on MSC.

The initial fields satisfying these requirements are
difficult to obtain due to the complexity of the equa-
tions involving water substance. The simple initial
condition used by BH, ST87, and Sun (1984), con-
sisting of constant vertical geostrophic shear, gives a
slight tendency to decrease the vertical gradient of 6.
on the warm side of the domain when an uniform rel-
ative humidity is assumed. This causes a nonuniform
horizontal distribution of buoyant stability and g.. We
chose instead to specify a constant horizontal gradient
of 8.. Figure 1 shows the initial fields of M, 6, 6., RH,
and g,. Although observational studies do not evidence
so large an area with g, < 0, this initial field will be
useful for understanding the basic dynamic imposed
by MSC. A

Following Emanuel (1983b), the SCAPE released
by a parcel displacement is given by (2). Along a gen-
eral path it is

SLNB
SCAPE = [f( Mpa - Men)i
SLFC
g
. ﬁen)k]- ds (10)

where SLNB and SLFC are the levels of slantwise non-
buoyancy and free convection, respectively. Since
SCAPE is not dependent on the path, but only on its
extreme points, this quantity is easily obtained on a
thermodynamic diagram when the chosen path is an
M surface, and Eq. (10) is reduced to Eq. (2).
Figure 2 presents a sounding of the initial § and
dewpoint along the M surface S0 m s™*. If any parcel
in the saturated layer (920-690 mb) is lifted along the
M surface, it will have positive buoyancy. The SCAPE
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FIG. 1. Initial condition for the numerical simulations. (a) Potential
temperature (in K, dotted lines), equivalent potential temperature
(broken lines), and M (in m s ™', solid lines); (b) Relative humidity
(in %, solid lines) and equivalent Ertel potential vorticity [in 1077
K (m s)™!, broken and broken-dotted lines].

of a parcel originally at 920 mb is 297.8 m? s ™%, mean-
ing that this parcel would have a velocity of 24.4 m s~
at 400 mb in the absence of frictional forces. However,
the simulations performed show that the parcel takes
more than 20 hours to get to this level, and it seems
unreasonable to neglect frictional forces and turbulent
processes for so long a time period. Keeping in mind
that SCAPE does not depend on the path when the
environmental properties are not modified and our
simulations show parcels moving nearly parallel to 6,
surfaces, it is instructive to compute the parcel velocity
also along this surface.

Figure 3 shows the velocity of a parcel moving along
the M surface 50 m s™! and 8, surface 289 K while the
SCAPE is released. Note that for levels below about
5600 m the velocity computed along the M surface is
higher (as analytically shown by Emanuel 1983b). In



1098

FI1G. 2. Sounding along the Af surface 50 ms™' on a skew
T-log p diagram. The full line is the temperature, and the broken
line the water vapor mixing ratio. Thin lines represent adiabatic and
pseudoadiabatic processes.

the next section, velocities determined by the parcel
theory and those obtained by the numerical experi-
ments will be compared.

b. The experiments

The initial field must be perturbed in order to release
SCAPE. Note that a perturbation on the transverse cir-

w @ -

(IS SN SN OO0 W T Y P SO B W B B ol
N

HEIGHT(Km)

w

~

-

rrr &1 rrrvr 1 T

0 5 10 15 20 25 m/s

FIG. 3. The transverse velocity to the thermal wind vectorin m s™!
based on the SCAPE. The broken line is along the M surface 50
m s~!, and the solid line along the 8, surface 289 K.
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culation, (i.e., u and w) is desirable because it affects
neither the initial equivalent potential vorticity g, nor
the SCAPE. Several configurations of « and w satisfying
the continuity equation were applied, showing that they
are very important in determining the development of
slantwise convection. Also, considerable computer time
can be saved, due to earlier triggering of the unstable
motion, when the initial updraft slope is nearly parallel
to 6, surfaces and a small cloudy area is included along
the updraft. Figure 4 shows the streamlines and the
cloudy area used in the initial condition. The contour
interval value was divided by H at the surface equal to
1007%°. The maximum vertical and horizontal veloc-
ities imposed by the initial perturbation is 13.6 cm s™!
and 1 m s, respectively. The cloud-water mixing ratio
is 0.1 gkg™', which is much less than the threshold
value of 0.5 g kg ™! necessary to start the precipitation.

The experiments are summarized in Table 1. Ex-

- periment El is the control experiment. Experiment E2

was designed in order to compare the effect of evapo-
ration on the downdraft with E1, and experiment E3
is intended to show effects on the updraft and down-
draft intensities when water vapor is removed from the
initial fields pictured in Fig. 1. The relative humidity
is dropped to 50% in the sector of the domain arising
in the left side of the initial updraft. Experiment E4 is
identical to E3, except that the relative humidity is
dropped in the right side of the initial updraft. The
objective of E4 is to investigate the influence of drier
air in the warm sector on the development of MSC
when SCAPE at initial stages is not present in that
region.

¢. The basic updraft dynamic

An understanding of the dynamics of CSI can be
obtained from the evolution of the ageostrophic wind

L R i i |l

z(Km)

x (100 Km)

FIG. 4. Streamlines of the initial perturbation and cloudy area.
The dashed line represent negative value for the streamfunction. The
broken-dotted line bounds the cloudy region. The contour interval
is 8.1 m?s~!.
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TABLE 1. Summary of the main characteristics
of the numerical experiments.

Experiment Main features

El All microphysical processes are considered and
initial condition as in Fig. 4

E2 Like E1, except that the rain evaporation is
not considered

E3 Like El, except that the initial condition is
drier in the left side of the initial updraft

E4 Like E, except that the initial condition is

drier in the right side of the initial updraft

component v, along the thermal wind vector. It is given
by

o1l
Jo, = fo— 8o ™ (11)
>
and contributes to the transverse velocity, neglecting
the effect of friction, by

Du
o = e (12)

In our simulations, initially the ageostrophic force
Ju,is zero, and the pressure force —6,0I1/dx is negative
(i.e., the pressure increases with x). The advection of
M and 0 and condensation of water vapor will destroy
this geostrophic balance, accelerating the transverse
velocity u. We will analyze how this evolves when a
weak and well-defined updraft already exists (shown
in Fig. 5) and the nonlinear effects are small. The up-
draft slope is steeper than M surfaces. This means that
a negative M advection works to decrease locally the
value of fv. This effect itself accelerates parcels in the
region of the developing updraft toward the direction
of decreasing x.

Along the updraft, 6, surfaces are slightly steeper than
streamlines. Thus, the motion has positive advection
of 8. and increases locally the value of 6, (and 0 as well,
since RH = 100% in the updraft). The effect on the
pressure will depend on the boundary condition im-
posed in the hydrostatic model. In our case, the upper-
level pressure change is assumed to be in geostrophic
balance, and at initial stages its time variation is very
small. Then the warming accompanying this ascending
motion decreases the pressure, most intensely in the
central part of the updraft where the velocity is strongest
and the condensation is greatest. Therefore, this con-
tribution to the horizontal pressure gradient is negative
(positive) on the left (right) half of the updraft.

The combination of the advective effects of M and
8. will determine the acceleration of velocity u [Eq.
(12)]. On the right half of the updraft both effects tend
to make f, negative, while on the other half they have
opposing contributions. Since the motion is almost
parallel to 6., the advection of this quantity serves only
to reduce the tendency determined by the advection
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of M on the left half of the updraft and reinforce it on
the other half. Thus, there is a small tendency for the
updraft to move toward the warmer side of the domain,
while parcels themselves move toward the colder side.
Note that if the pressure were imposed to be constant
at the surface, the updraft would drift toward the colder
region. This analysis contrasts with the linear theory
by Ooyama (1966) where the modes are free in an
unbounded domain, resulting in no phase velocity.

d. The EI experiment results

Figure 5 shows the streamlines and the contours RH
= 100% at t = 6, 12, 18, 24, and 30 h. Two cellular
structures can be observed with a relatively intense
sloped updraft between them, drifting slowly toward
the warmer side (as predicted by the preceding quali-
tative discussion) with a velocity of about 4.5 km h™'
at low levels, and slightly less at higher levels. In agree-
ment with this result, ST87 also shows a slantwise up-
draft displacing toward the warmer sector with a ve-
locity of 2.5 km h™! (inferred from their Fig. 9). The
RH becomes less than 100% except within the updraft.
The two cells present comparable structure up to ¢ = 12
h, but after that the counterclockwise cell is intensified
because the sloped descending motion becomes unsta-
ble in the rainy area due to the rain evaporation. This
factor emphasizes the distinction between MSC and
CSI. At ¢ = 24 h the sloped updraft is in its more vig-
orous stage, shaping a wide streak of horizontal velocity
higher than 9 m s™! (maximum negative u value is
10.4 m s™'at x = 245 km and z = 4.7 km) and vertical
velocity of 15 cm s™! (maximum w valueis 17.4 cm s~
at x = 322 km and z = 3 km). The descending motion
has maximum horizontal and negative vertical veloc-
ities of 6.1 m s™! at x = 245 km and z = 3.6 km, and
9.8 cm s™!at x = 287 km and z = 2.7 km, respectively.
Note that at ¢ = 30 h two secondary cells develop at
low levels near x = 100 km and x = 250 km. They are
created by upright instability generated probably by
the destabilizing effect of evaporative cooling aloft
combined with a small negative 6 advection. These
cells, however, are unrealistically simulated since the
inclusion of the hydrostatic assumption into the two-
dimensional model may no longer be valid at this later
stage.

Figure 6 presents trajectories of a few selected parcels
computed by linear interpolation of velocities. The
parcel represented in Fig. 6a is captured by the strong
updraft at ¢t = 12-18 h and is pushed out of the domain
at about ¢ = 30 h. Figure 6b shows a parcel initially
located about 50 km from the parcel in Fig. 6a. Up to
t = 12 h, the parcel is in the updraft, which is moving
toward the right side. By 7 = 18 h it reaches the down-
draft region and returns to nearly its original horizontal
level. The parcel in Fig. 6¢ is captured by the same
downdraft at 1 = 12-18 h, and is brought down to
levels near the surface relatively quickly. From these
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analyses, it is clear that parcels on the warmer side to
the right of the initial imposed updraft are captured by
the updraft. Eventually, parcels initially in the updraft
leave it and enter the descending motion branch.
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FI1G. 5. Streamlines of El at (a) t = 6 h; (b)t =12 h;(¢)t =13
h; (d) t = 24 h; and (e) ¢ = 30 h. Contour intervals are 83.6 m?> s~/
for (a), 13.7 m? s~! for (b), 42 m? s~ for (c), 30.3 m?s~! for (d),
and 21.2 m?s™! for (e). The broken-dotted line bounds the region
with RH = 100%.

As mentioned before, the maximum u velocity oc-
curred at z = 4.7 km. An inspection of Fig. 3 shows
that a parcel moving along a 8, surface should have at
this level a velocity of 14 m s™!. This indicates that
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FIG. 6. Trajectories of a few selected parcels. The numbers indicate
the time position (in hours) of the parcels.

roughly only 55% of the SCAPE available for a parcel
coming from lower levels was effectively used to ac-
celerate the parcel.

e. Effect of slantwise convection on the experiment
El initial field

While the motions resulting from MSC are evolving,
M and 6§ are advected and modified by turbulent pro-
cesses, exhibiting different configurations from those
initially imposed. The changes produced in dM/dx,
380/8z, 80,/9z, and ¢, are of interest in determining
how inertial, dry/moist, upright, and symmetric insta-
bilities develop.

At t = 24 h, the shaded areas in Figs. 7a,b represent
regions unstable to dry and potentially unstable to
moist upright motions, respectively. Note that the small
dry unstable region (Fig. 7a) is near the surface and
appears to be due to the boundary condition assumed.
Certainly a better vertical turbulent mixing might pre-
vent the generation of this instability. Although the
regions with moist buoyant instability are very large,
little unstable motion is triggered because RH is less
than 100% except within the updraft. The unstable area
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FiG. 7. Fields of experiment El at ¢ = 24 h: (a) ¢ (K), (b) 6. (K),
and (¢) M (m s™'). The shaded area represents 86/9z < 0 in (a),
38./9z < 0 in (b) and dM/3x < 0 in (c).

above the updraft is coupled with the descending mo-
tion imposed by the subsaturated clockwise cell and
therefore, is not favorable for allowing the development
of convection. These instability criteria are expected
to appear above the region of maximum warming (i.e.,
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above the sloped updraft) where there is a maximum
positive advection of §,. The negative 8, advection in
the descending motion is very effective in generating
potential upright instability in a large low-level area,
where intense vertical motion develops after = 24 h,
as presented in Fig. Se. The ST87 simulation also shows
an unstable region above the updraft, but in contrast
a strong upright stabilization appears, with Ri, > 1,
below the updraft, which prevents the development of
any vertical circulation.

Figure 7c shows small shaded regions at 1 = 24 h
where inertial instability (dM/dx < 0) has developed.
A region of inertial instability (not shown) accompa-
nies the slanted updraft on the upper part of its left
side, during the model integration period. As a con-
sequence, a well-defined jet along a thermal wind di-
rection is generated in that region, caused by positive
advection of M. By comparing Figs. 7b and 7c, the M/
and 6, surfaces are approximately parallel within the
region where the strong up and down slantwise motion
develops. This means that SCAPE is nearly zero along
this region.

In large-scale numerical models, convective trans-
ports are subgrid processes that must be parameterized
due to the inability of explicit simulation. Presently,
most of these models have a horizontal grid length of
100-200 km, and therefore even mesoscale processes
ranging from 20 km to 200 km, such as moist slantwise
convection, must also be parameterized. There is no
intention here to suggest any parameterization scheme
for MSC in a large-scale model. But it is useful to show
how several average initial fields are modified by it.
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FIG. 8. Horizontally averaged deviation from the initial condition
at 7 = 24 h of longitudinal velocity v (in m s~ and continous line),
potential temperature 8 (in K and broken line), and equivalent po-
tential vorticity ¢, [in 107 K (m s)~! and broken-dotted line].
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The zero contours delimitate positive and negative deviation. Contour
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The deviation from the initial condition of velocity v
and potential temperature at ¢ = 24 h is averaged at
each level and plotted on Fig. 8. The velocity v de-
creases near the surface due to the quasi-horizontal
negative advection of M by the counterclockwise cell.
Along the slanted updraft, there is also negative ad-
vection of M. At higher levels, the strong quasi-hori-
zontal motion driven by inertial instability advects
greater M from the right, increasing the value of v and
generating the upper-level along~thermal wind jet as
mentioned earlier. The evaporative cooling and neg-
ative advection decrease 6 at low levels, while the heat
release by condensation on the updraft increases it at
higher levels. Near the top, the overshooting of dry air
by the upper part of the clockwise cell decreases the
temperature.

Figure 8 also shows the deviation of g, from the ini-
tial condition averaged at each horizontal level at ¢
= 24 h. Three distinct layers are evident: a lower layer
(LL), from z = 0 to z = 2.0 km, where the time vari-
ation of g, is negative or nearly zero; a middle layer
(ML) from z = 2.0 to z = 4.5 km with positive vari-
ation; and a higher layer (HL ) with negative variation.
In the LL the surface effects are very important in de-
creasing g,, as discussed in section 2. In the ML the
mixing processes in the slanted motion destroying the
initial g, < 0 are visible in the averaged g,. The HL
was initially a region with g, > 0, and the advection
transporting g, < 0 from ML decreases ¢, in this layer.

This discussion can be better illustrated by Fig. 9,
which shows the domain deviation of g, at ¢t = 24 h
from that imposed on the initial condition. Note the
negative advection of ¢, from the ML to HL, while in
the LL g, is decreasing due to surface effects near x
= 350 km. An increase of g, is also detected in the ML
along the slantwise motion region.

Figure 10 shows the v velocity deviation at 7 = 24 h
from ¢ = 0 h at each grid point. Note that at high levels
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FIG. 10. Deviation of the v velocity (m s™!) from the initial
condition at ¢ = 24 h. Contour interval is | m s™*.

along the updraft, the v velocity is decreased, and in-
creased along the downdraft. Near the surface the quasi-
horizontal motion advects parcels with small M near
x = 400 km from the left, decreasing the local value
of v. The increase of velocity caused by the inertial
instability as shown in Fig. 7c generates a strong high-
level jet on the left of the updraft at z = 5 km. This
result was not observed in the simulation of ST87,
ST88, and BH, although the latter has pointed out a
similar inertial instability region in their experiment.
Ahead of the updraft there is an indication of a weak
low-level jet about 2-3 km in height. The horizontal
gradient of the v velocity at x ~ 100 km and z =~ 5
km is 11 m s™!/(100 km), and the vertical gradient at
x~400km and z ~ 1.5 kmisabout 7m s™'/(1 km).

[ Comparison between experiments

The relevance of the rain evaporation and water va-
por availability on the water regime can be evaluated
from Fig, 11. It shows the domain-integrated cloud
and rain and the accumulated precipitation as a func-
tion of time, for experiments E{-E4. Note that the
cloud mass amount in the atmosphere (represented by
solid lines) is similar in E1 and E3, and smaller in E2
and E4. The experiment E2 (with no rain evaporation)
shows a much higher amount of precipitation (repre-
sented by broken lines) during the first 24 h because
all the rain produced falls out without evaporating. Ex-
periments E1 and E3 show a tendency to increase the
precipitation after ¢ = 24 h, due mainly to the presence
of upright convective cells that develop beneath the
sloping downdraft at the colder side as mentioned in
the discussion of E1 experiment.

The importance of water vapor on the warmer side
of the domain is evident by comparing experiments
E3 and E4. The former experiment shows larger cloud,
precipitation, and rain amounts. As suggested by the
previous trajectory analysis, parcels on the warmer side
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feed the sloped updraft, and it is crucial that they con-
tain a high water vapor concentration. It should also
be noted that the precipitation amount in E3 is en-
hanced compared to its value in E1. Because the air
underneath the updraft is drier, a more intense evap-
oration occurs. This generates a more intense down-
draft (the velocities are approximately 10% stronger
than in other experiments). Thus, a much stronger
mass convergence near the surface is produced that
forces the sloped updraft.

Figure 12 shows the one-hour cumulative precipi-
tation in each grid point for all experiments. The first
interesting characteristic is the drifting to the warmer
side of the sloped updraft in experiments E1 and E3
in contrast to experiments E2 and E4. The maximum
vertical velocity values at z = 900 m at each 6-h interval
(denoted by black circles) are also shown for all ex-
periments. The results suggest the major roles played
by the moisture contents and evaporation on the evo-
lution and intensity of MSC. The experiment E4 shows
clearly that the drier air on the warmer sector inhibits
the development and any drifting of a well-defined
sloped updraft. On the other hand, the evaporation
effect acts directly on the sloped updraft intensity and
consequently on the updraft drifting (experiment E2
shows a smaller displacement than experiments E1 and
E3). Note that in E2 and E4 a smaller availability of
water vapor and/or a smaller convergence at low levels
seems to be decisive in preventing the triggering of the
convective unstable motion, as observed in experiments
E1 and E3. These unstable regions produce after 24 h
a more intense precipitation associated with the strong
vertical circulation generated in those regions, as shown
in Fig. 12, but as discussed earlier they are unrealisti-
cally simulated. The other two precipitation areas occur
in E1 and E4 on the left boundary, caused probably
by the boundary condition assumed.

The maximum accumulated rain in a 24-h simu-
lation is 3.1 mm in experiment E3 near x = 340 km.
This is a reasonable value when a hydrostatic condition
is assumed. For example, a saturated air ascending with
a velocity of 30 cm s~! (an upper limit under hydro-
static approximation) in a 1-km-thick layer would
produce approximately 40-50 mm of rain in 24 h. In
our simulation the vertical velocity neither reaches that
upper value nor is concentrated in a fixed region for
so long a time period.

5. Summary and conclusions

A two-dimensional hydrostatic primitive equation
numerical model is used in order to simulate MSC in
an atmosphere with initial CSI. Although only simpli-
fied cloud microphysics is incorporated, the model was
able to produce a well-defined slanted updraft with
horizontal velocity greater than 10 m s™* perpendicular
to the thermal wind vector. The slanted updraft has
horizontal and vertical scales of 400 km and 6 km,
respectively.
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FIG. 11. The total accumulated precipitation (broken line, left panel), cloud (solid line, left panel), and rain (broken-dotted line,
right panel) in the atmosphere as a function of the time, for (a) E1; (b) E2; (¢) E3; and (d) E4.

The four numerical experiments conducted exhibit,
after 5-10 h of time integration, a slantwise updraft
oriented between the initial M and 8, surfaces but closer
to the latter, surrounded by two broader descending
motions taking the form of two transverse rolls. The
inherent advection acts on the initial field through
ageostrophic forces in order to maintain the updraft.
The roll in the warmer side has weaker velocities and
feeds moist parcels at low levels into the updraft. At
the same time, the updraft drifts toward the warmer
region, overtaking the low-level moist parcels necessary
for self-maintenance. The experiment with lower water
vapor mixing ratio on the colder side (experiment E3)
evidences the crucial importance of moister parcels on
the warmer region feeding the updraft at low levels.

An enhanced roll in the colder side shows the dif-
ference between MSC and CSI. The roll in the warmer
side tends to disappear as soon as the rain evaporation
takes place. This seems to be supported by observations

where no evidence of a warmer-side roll has been re-
ported. The experiment without the rainwater evapo-

' ration (E2) shows the importance of this effect on the

advance of the slanted updraft toward the warmer side.
This advance is very important for feeding the updraft
with moister and warmer parcels.

The SCAPE suggested by Emanuel (1983a) esti-
mated a velocity about 50% greater than that obtained
in our numerical simulation. The discrepancy may be
partially explained by the neglect of mixing processes
and water loading in the SCAPE theory. Also, the time
required to lift a parcel from the surface to 4 km is
more than 15 h, and the environmental properties
around the region where the updraft are taking place
are greatly modified, altering the SCAPE evaluated with
the initial fields.

The horizontally averaged equivalent Ertel potential
vorticity g, shows that the condition of instability (g,
< 0) becomes less negative in the layer where slantwise
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FiG. 12. Precipitation (in mm) produced during 1 hour at each grid point, for experiments (a)
El; (b) E2; (c) E3; and (d) E4. Black circles represent the location of the maximum vertical

velocity (in cm s™') at each 6-h interval.

motions develop. However, a closer examination re-
veals that g, remains negative in several parts of the
domain, but new slanted updrafts will hardly occur
due to the reduction of relative humidity and absence
of any triggering mechanism. At high levels the initial
g. > 0 is reduced by advection of the parcels from
lower levels with g, < 0. The surface effects decrease
g. in that region. However, this reduction is not essen-

tial to maintain the updraft. The humidity content of
parcels on the warmer side is crucial to maintain the
updraft, and dryness on the colder side also has a strong
positive role.

The unstable slanted descending motion below the
updraft (in the sense of MSC) does not extend to the
surface, so that a differential advection of 8 occurs in
this region. This effect implies the generation of po-
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tential vertical instability, which was triggered in some
simulated cases after ¢ = 24-30 h, when the main up-
draft became weak. In this respect it is interesting to
note the similarity between our Fig. 7b and Fig. 6a
shown by Emanuel (1983a). His figure also presents
a region with potential vertical instability that seems
to be caused by a strong, cold slanted downdraft.

The circulation that developed in our experiment
El shows a slanted updraft resembling in some aspects
the warm conveyor belt of an anacold front described
by Browning (1985). The ascending branch of the cir-
culation is warm and moist, while the descending
branch is dry and cold. Our model also suggests the
generation of a low-layer weak jet on the warmer side.
At higher levels the positive advection of M contributes
to strengthening of the velocity along the thermal wind
vector, generating a strong jet on the colder side in
contrast with Browning’s model.

- Since most of the cases related with MSC presented
by Emanuel (1983a,b), Sanders and Bosart (1985),
Lemaitre and Testud (1988), and Browning’s warm
conveyor belt show rainbands in situations associated
with frontogenetical forcing, we suggest for future re-
search MSC experiments coupled with that forcing.
Such experiments will extend the results of Emanuel
(1985) and Thorpe and Emanuel (1985) by revealing
new details. Both studies were limited to the elliptic
Sawyer-Eliassen equation, which does not permit g,
< 0 because the geostrophic momentum approxima-
tion involved in its derivation breaks down.
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