STUDY AND PREDICTION OF THE PARAGUAY RIVER LEVEL
BY HARMONIC ANALYSIS AND NEURAL NETWORKS

Li Weigang & Daniel J, R, Nordemann

Neural networks and harmonic analysis by iterative regression are implemented
for the prediction of the level of Paraguay River. The selected neural networks
include Feed-forward Neural Networks with Backpropagation learning law and
Time Delay Neural Network. Using the 1145 monthly mean values, the trained
networks predict the levels of the 12 next months with Normalized Mean Squared
Error NMSE < 0.06 and Negative Average Log Likelihood NALL.<9.0, On the
other hand, the determination of the most important sine functions embedded in
the same series allows to reconstruct the main features of the variations of the river
level and 1o predict yearly mean values for the next two decades (assuming no
major change of the environment). The results obtained show that both methods
seem to be efficient to process time series related to phenomena influenced by
complex climatic and geophysical processes. even not dealing with causal
relationships involved in the phenomena studied. They may be used to predict
future behavior of such phenomena. at ranges depending specifically on the method
used, interval, size and quality of data available.

Key words: Prediction; Neural networks; Harmonic analysis; Iterative regression; Paraguay
river; Paraguay river level.

ESTUDO E PREVISAQ DO NIVEL DO RIO PARAGUAI USANDO ANALISE
HARMONICA E REDES NEURAIS - Redes neurais e andlise harmanica por re-
gressdo iterativa foram usadas para a previsdo do nivel do Rio Paraguai. Ay
redes newrais selecionadas para este irabalho compreendem arede newral " Feed-
Sforward” com lei de aprendizagem com refrapropagagdo e rede neiral com atra-
so de tempo. A partir de 1145 valores mensais médios, a vede newral treinada
prediz o nivel dos doze meses seguintes com ervo médio hormalizado oo quadrade
NMSE < 0.06 e probabilidade logaritmica média negativa NALL < 9.0. Além
disio, a determinagdo das mais importantes funrgoes sencidais embutidas na mes-
ma série permite a Feconstrugio das principais variagoes do nivel do vio e a pre-
visdo dos valores médios anuais para as duas décadas seguintes (supondo nenle-
ma mudanga importante do meio ambiente). Os resultados obtidos mosiram que
ambos oy mérmgi parecem ser eficientes para processar séries temporais infli-
enciades por processos climaticos e geofisicos complexos, mesmo sem considerar
as relagies causais envolvidas nos fenomenos estudados. Eles podem ser usados
para prever o comporiamento de tais fendmenos em escalay de fempo que depen-
dem especificamente do método usado, do intervalo de tempo ¢ do tamanho ¢ da
gualidade dos dados disponiveis.

Palavras-chave: Previsdo; Redes neurais; Anclise harmomca; Regressdo llevativa; Rio
Paraguai; Niveis do Rio Paragua,
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INTRODUCTTON

The Paraguay River {length: 2550 km) rises in the Mato
Grosso region of Brazil, ar 300 m above sea level, and runs
southward between highlands at the west and the Brazilian
plateau at the east. Its basin, with an area of approximately
S00000 km?, consists of a series of huge alluvial plains
drained by a complex network of rivers interspersed with
marshes, in a region called Pantanal. In this region, many
areas suffera succession of droughts and severe floods with
their abvious economic and social consequences. Paraguay
River levels are influenced by several different factors from
microe to macro scales. Therefore, predicting the level of
the Paraguay River with convenient antecedence (and so
estimating the area to be flooded) is a relevant scientific
goal, In this paper, Feed-forward Meural Network, Time
Drelay Meural Network and harmonic analysis with iterative
regression are implemented for the reconstruction and
prediction of the level of the Paraguay River at Laddrio near
Corumba (Mato Grosso do Sul State, Brazil). The harmonic
analysis with iterative regression was used to investigate
the most important periedicities of the time series of the
Paraguay River levels. The neural networks method was
further used 1o predict the future behavior of the levels which
were measured up to the present time. As shown in the
following parts of this work, the neural networks can treat
all the involved factors simultanecusly, which was an in-
centive to apply this method to complex time series such as
river levels. The daily data of the series studied in this work
were collected from 1900 to June of 1995, About 1143
monthly mean data are used to train the neural network,
which in return gives the monthly predictions. The initial
results show successful predictions within three to four
month scale.

PERIODICITIES ANALYZED BY ITERATIVE
REGRESSION ANALYSIS

Wariations of the Paraguay River (Fig. 1) clearly show
a complex behavior with long periods of drought and flood.
Periodicities are not evident and it also may be seen that the
flow rate is not stationary. For these reasons, these data were
analyzed by several mathematical methods including Fourier
analysis, periodogram/cyclogram. dynamic spectral analysis
and iterative regression and a methodology developed for
this purpose (Mordemann, 1995), In spite of the river level
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(Fig. 1} not being stationary, (DNOS/UNESCO-PNULD,
1974; Nordemann, 1995), an attempt was done to select the
most important periodicities embedded in the signal and to
use them in order to predict the near future of the river level.
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Figure 1 - The observed monthly means of the level of
Paraguay River.
Figura [ - Médias mensals dos niveis do Rio Pavaguai,

METHODS

In order to analyze geophysical time series, it is
recommended to use methods which are more adequate to
the problem and which are chosen within computational
tools and software compatible with available hardware and
processing time (Dettinger et al., 1995). Several algorithms
were developed by us within Mathematica for Windows
environment (Wolfram, 1991: Nordemann, 1994). All
treatments were processed by a 4860X4 100 MH:z machine
with 16 MB RAM and 500 MB hard disk.

In order to study better River Paraguay behavior, the
iterative regression method was chosen among the methods
previously used and applied to the 1900-1995 level value
series (Nordemann, 1995), Most of classical harmonic
analysis are performed on the time series using methods
such as Fourier transform. Here, we used a different method
which searches one by one the 3-parameter sine functions
which fit better with data by a minimum square iterative
regression fit (Wolberg, 1967). For a better accuracy on the
period values, the method may be applied through the sweep
of allowed frequencies or periods. In our case a preliminary
search using periodogram restricts the search only to the
most important sine function embedded in the signal as
detected by the maxima of periodogram. Following this stef,
the iterative regression method is applied to the regions of
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the maxima, in decreasing order of their amplitude. This
iterative regression was applied for every sine function to
the initial time series stripped of the reconstructed function
from the previously detected periodicities.

RESULTS FROM ITERATIVE REGRESSION

These determinations gave convergence for about 50
sine functions with amplitude greater than the corresponding
standard deviation, Tab, | presents the most important
periodicity parameters. The major amplitudes correspond
to 1-vear period {Earth orbital revolution) followed by the
28-vear period and several amplitudes for periods 2 to 4
vears (Quasi Biannual Oscillation/El Nifio Southern
Oscillation QBO/ENS0) and others.

Period (vr.)  Amplitude + s.d. (em)  Observation
10000 £ 0,0002 130.0=52 Orbital revolution
284 £ 077 TT.0x13.7

4.6+ 0.34 4454120

BO40.16 337114

TEL014 336+ 128

6.6+0.12 20,7+ 10.2

I8+003 3264109 DBOVENSO

4.8 £ 0.06 2354107

2.8+ 002 2274 105

23+002 17.3 £ 101

Table 1 - Moast important periodicity parameters (Paraguay
river, 1900- | 995),

Tabela [ - Pardmetros das periodicidades mais importan-
tes (Rio Paraguai 1900-1995),

Of course, the most important periodicity found in
the studied lime series corresponds to one vear period,
being due to the orbital revelution of the Earth, Bul it
may be seen that the amplitude which corresponds to |-
vear period represents only a small fraction of the total
amplitude of the river height variations (half difference
between extreme heights [657-(-61)]/2 = 359 cm). For
this reason, components of the tollowing periods play a
very important part, It may also be seen that the sum of
the nine major amplitudes is about 400 em, which means
that, in the case of this study, about nine amplitudes
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may be enough to account for the observed extreme
values. With the method used, about 50 periodicities
present an amplitude greater than their respective
standard deviation, This means that besides the first nine
periodicities quoted, others may be significant and that
there may be other natural eveles which may also
influence the river height.

To show tendencies embedded in the lime series, a
dyvramic spectral analysis was also performed as “classical”
dynamic spectral analysis with constant length samples and
also as “wavelel styvle™ dynamic spectral analvsis with
constant number of periods per sample (Farge, 1993). It
showed clearly the evolution of the 2 to § years periodicity
(ENS0-0QBO), stronger from 1900 to 1950 than for the rest
of the series as well as other features of the evolution of the
river behavior. Among these Features is the higher amplitu-
de of the 28 4 vear period versus time during the last decades
of the series.

The 284 vear period is within the 28-32 yr interval
periodicity shown by Kane & Teixeira (19940) in air
temperatures for both hemispheres, but the remaining
periodicities at 5<6 yr, 10-11 yr, 15 yr 20 yr and 55-80 yr
detected by these authors do not appear or appear only as
small signals in the 1900-1995 Paraguay River series.

As a preliminary effort, and in spite of the recognized
evolution of the series, the reconstruction, for each
hydrological year, was made after the determination by
iterative regression analysis of the sine functions embedded
in the whole series. The results obtained are presented in
Fig. 2 which shows the reconstruction of the Paraguay
River height using the nine most significant sine
components (Tab. ). It may be seen that, for this model,
some large amplitude floods (before 1920) or droughts
{1963 to 1974) are not described with fidelity, which
corresponds to their exceptional occurrence, opposed to
the hvpothesis of being stationary. An attempt was also
made using the same functions to predict the behavior of
the annual means of the Paraguay River during the next
20 years, assuming no important change in the regional
and global envirenment for this interval, Drastic change
in the environment such as land use in the Pantanal and
adjacent regions or works to improve the navigability of
the Paraguay River should invalidate such medium or long
term forecasting. It may be seen that this model predicts a
large amplitude drought for the near future, up to-about
year 2000, followed by alternate periods of normal level
and mild food.
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Figure 2 - Yearly means of the level of the Paraguay River
at Ladério 1900 to 1994 (thick curve) and prediction based
on 9 most important periodicities up to 2023 (thin curve),
A rather good fit may be observed berween observed and
reconstructed values except in the case of several periods
of fleod or drought after 1950, which characterize their
exceptionallity, This model predicts a rather long period of
lower than mean values from present to about 2005 and
variable values higher than mean after 2005,

Fignra 2 - Médias anuais dos niveis do Riv Paraguai, em
Laddrio, de J900.a [ 994 (rago grosso) e previsdo haseada
nas nove mais imporiantes periodicidades aré 2025 firago
fina). Uma razodvel concorddnela é notada enire s valo-
rex ohservados ¢ of previstos, excelo em casos dos vdrios
perioday de imndagdo ou seca apas 1950, o que caracteri-
2o sua exvepeionalidade, Este modelo prediz um periodo
bem longo de niveis maiy baixos do gue g da média, do
presente momenia aié aproximadamenite o ano de 2005, e
valores varidvels maiores do gue o média apds 2003,

APPLICATION OF THE NEURAL NETWORKS

Prediction of time series is an exciting recent
application of neural networks. There are a number of
prediction methods available for this kind of probiem
(Casdagli, 1989). Neural networks were found to be useful
and competitive with the best recent approximation methods
{Lapedes & Farber, 1987; Gallant & White, 1992;
Gershenfeld & Weigend, 1993; Li etal., 1995a; 1995h), To
predict the future behavior of the Paraguay River level time
seties, the Feed-forward Neural Network (BPNN) and Time
Delay Meural Metwork ( TIDNN) were used and both of them
were implemented in the neural networks simulator SNNS
(Zell et al.,, 1995), To analyze the prediction quality, we
used a simple method-independent technigue [ Gershenfeld
& Weigend, 1993; Nordemann & Li, [996).
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Feed-forward neural network

The most popular network is the Feed Forward
Metwork with backpropagation learning law (Rumelhart
etal., 1986). For one hidden layer. the input values of time
series xfr=1J, x{i-2),... x{i-d)} are received through o input
units, which simply pass the input forwards to the hidden
units w, i = 1,2,....q. Each connection performs a linear
transformation determined by the connection strength Wi
so the total input for every hidden unit uis XY w, x(t-i).
Each unit performs a nonlinear transformation on its total
input, preducing the output:

4 '
“J = .'P(IIVIH + EEIH{JX(I ‘-1)]

The activation function ¥ 15 the same for all units. Here,
' is a sigmoid function with limiting value 0 and | as u
——e= and u,—+==, respectively:

¥(

e 1
“)‘@+€wy

The hidden layer outputs u are passed along to the
single output unit with connection strength ﬁj~ which
performs an affine transformation on its total input. Then,
the network’s outpul x(¢) can be represented as:

x(1)=PB, + éﬁ;.‘{’.[ Wy, + %I (= r))

for d inputs and g units in the hidden layer.

Time Delay Neural Network

The Time Delay Neural Network is a lavered network
in which the outputs of a layer are buffered by several time
lags and then fed fully connected to the next layer {Waibel
etal, 1980: Wan, 19937, The activation of an unil is normally
computed by passing the weighted sum of its inputs to an
activation function, usually a threshold or sigmoid function.
For TDNN, this behavior is modified through the
intreduction of delays (Zell ct al., 1995). Training for this
kind of network is performed by a procedure similar 1o
backpropagation, that takes the special semantics of coupled
links into account. To enable the network to achieve the
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desired behavior, a sequence of patterns has o be presented
tor the input layer with the feature of interest shifted within
the patterns.

The resulis from neural networks

The selected prediction methods include Feed-
forward Metwork with Backpropagation (BPNN) and
Time Delay Newral Network (TDNN). We used the
notation input units:hidden units:hidden units:.., (output
units to describe the structure of the network. For BPNN,
the selected structure is 12:48:48:1; for TDONN, the
selected structure is 36:9: 1 In both networks, the training
rate used was 0.2. Fig. 3 shows the reconstruction (from
01/90 to 06/95) and the predictions (from 07/95 to 06/
46) of the monthly level of Paraguay River. The trained
networks gave the next 12 months prediction values. For
the period 07/95 to 12/95, the predictions from two
networks gave very similar results; for the next 6 manths,
the differences between predictions were slightly higher.
The confidence one may have in such prediction 1s shown
with prediction error bars which characlerize the
probability of having the result of a future measurement
within a given interval {one standard deviation) near the
predicted value. Figs. 4 and 5 show the prediction error
bars (from 06/93 to 07/94) obtained by using Feed-
forward Neural Network with Backpropagation and Time
Delay Meural Network,

Rec. & Pre. Using BPNN and TDNN

I
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Figure 3 - Reconstruction (U1/90-06/95) & prediction (UT/
05-06/95) of the monthly level of Paraguay River

e & Pra by BN —ae bz & Pre by TONN |

Figura 3 = Reconsirugdo (01/840-00:95) ¢ previsdo {07795
06795} dogs niveis mensais do Rio Paraguel
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Prediction Error Bars Using BPNN
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Figure 4 - Prediction error bars (06/93-07/96) using BPNN.

Figura 4 - Barras de erro das previsdes (06/93-07/96) wii-
Nzando BPNN.

Prediction Error Bars Using TDMNM
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Figure 5 - Prediction error bars (36/93-07/96) using TDNMN,

Figura § - Barray de erro dos previsdes ((6/95-07/96) uti-
Vizando TDNN,

Tab. 2 shows the prediction quality of two neural
networks using 1000 monthly mean data with 2000 training
cvcles. The index mmsel and nall! denote the quality of the
reconstruction and the index wmse2 and naliZ denote the
quality of the prediction (Nordemann & Li, 1996). The
results in Tab. 2 show that Time Delay Neural Metwork gave
{he best reconsiruction, amse ! = 003035 and malll = 82285,
and Feed-forward Network with Backpropagation was
located in second, mmse! = 0.1 1 14.and nalll = $.5082. For
the future prediction, Time Delay Neural Network also gave
the best resulis, pmse? = 0.0588 and nalf2 = 83317 and
and Feed-forward Network with Backpropagation was
located in second, mmse? = 0.0384 and na!l2 = 55494,
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Hot modieds Training | Reconsiru. guakty Pradicion  qualty
%] e el nmsad nakd
Backpropagatan 2hours | 01114 B.50a2 0.osas8 8.5436
_{BFNN)
Time Delay Hmin. | 00305 8.27808 00538 BEIT
Netwnd (TORMN]

Table 2 - Prediction quality of two neural network models,

Tabela 2 - Qualidade de previsdn dos dols modelos de re-
dos RENrais,

COMPARISON BETWEEN NEURAL
NETWORKS AND ITERATIVE REGRESSION
METHOD

For further evaluation of the prediction resuits, the
same prediction has been done by means of the iterative
regression method and neural networks (Mordemann et
al., 1995).

Comparison of the methods used
Common Points

Meural Metworks lterative regression

Using the minimization of  Using the minimization of the
the mean-sguare {ms) ¢mor as- mean-square (ms) error as
prediction error criterion.  prediction error eriterion,
More data, better prediction  More data, better prediction

Differences

Meural Netwaorks lterative regression

Parallel processing Series processing

Using exponent function Using sine funetion

Using the leamning technique  Using the successful iterations
Taking long time for Short processing time if
training neural considering only the most
networks (days)

Good [ie of reconstructed
data to observed data
Giood prediction for
short range

significant periodicities
Medium quality
TECOnSruction

Prediction supposed to be
satisfactory for the middle
range (about or less than 20%
of the sampled interval,
depending on the most
significant periodicities)
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Comparison of the prediction results

Short range  March/@5  April/®5  May/85  June/95
(Months)
Chservationsiom) 543 630 622 KR
TDNM 46 63 G637 53
Relative error (%) 7.76 534 o 0.7
BPNN 4377 (i1l G | 567
Relative error (%) 12.0 a0 3.0 .21
Iterative regression 310 312 336 33l
Relativeermor () 42.77 48,88 45,05 43.65

Long range 1996—2001 2002—2023

i Years)

MNewral Networks 381
[erative regression 152 294

Analysis of comparison

From the above analysis. we may draw the following
conclusions:
1} Both metheds are suitable to prediet the level of the
Paraguay River;
23 For short time period, the predicted results from Neural
Networks are better than those from iterative regression;
3) For medium range period, the iterative regression shows
better potential for prediction,

CONCLUSIONS

Feed-tforward Neural Network, Time Delay MNeural
Metwaork and iterative regression methods are suitable lools
for mathematical reconstruction and prediction of natural
multiple cause complex phenomena such as the level of the
Paraguay River, Comparing both methods used, the
predictors gave acceptable results for different duration ran-
ges. Although the results presented are preliminary, they
are promising. Improving the prediction with the help of
predictors carefully chosen and investigaling theoretical
aspects of the predictability of such geophysical and
climatologic phenomena will be the objects of further works,
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ESTUDO E PREVISAO DO NIVEL DO RIO PARAGUAI USANDO
ANALISE HARMONICA E REDES NEURAIS

05 niveis do Rio Paraguai sdo influenciados por
diversos fatores geofisicos complexos gue atuam em
varias escalas, Torna-se, portanto, bastante relevan-
te, nos aspectos cientificos, sociais e econdmicos, a
previsio do nivel do Rio Paraguai (na cidade de
Ladario) com uma certa antecedéncia (e assim pode-
se estimar a area a ser inundada). Neste artigo, redes
neurais e analise harmonica por regressio iterativa
foram usadas para a previsdo do nivel do Rie Paraguai.
A s redes neurais sclecionadas para este trabalho com-
preendem a rede neural “Feed-forward™ com lei de
aprendizagem com retropropagagio e rede neural com
atraso de tempo, Ambas foram implementadas no si-
mulador de redes neurais SNNS (Zell eval,, 1995, Para
analisar a qualidade da previsdo nos usamos uma téc-
nica simples independente do método empregado
(Gershenfeld & Weigend, 1993; Nordemann & Li,
19961, A partir de | 145 valores mensais médios, a rede
neural treinada prediz o nivel dos doze meses seguin-
tes com erro médio normalizado ao quadrado NMSE <
0,06 e probabilidade logaritma média negativa NALL
= 4,0, Nis comparamos 0s resultados obtidos pelos
dois modeles de redes neurais, de acordo com a ana-
lise da qualidade da previsio. O resultado preliminar
indica que a TDNN produziu a melhor reconstrugio ¢
previsdio. Por outro lado, variagdes no nivel do Rio

Paraguai baseadas em determinagdes didrias em
Ladario, de janeiro de 194040 até o presente (médias
mensais), foram estudadas para se obter o historico
do clima e a relagiio com fendmenos geofisicos. Estas
variages mosiram de maneira bem clara, o comporta-
mento complexo dos longos periodos de seca e de
inundagdes. As periodicidades ndo sio evidentes ¢
também pode ser observado que a taxa de vazio nio &
estacionaria. For estas razbes, estes dados foram ana-
lisados por diversos métodos matematicos incluindo
a anilise de Fourier, periodogramas/ciclogramas, and-
lise espectral dindmica e regressdo iterativa,

Além disto, a determinagio das mais importantes
funcdes senoidais embutidas na mesma série permite a
reconstrugdo das principats variagbes donivel dorioca
previsio dos valores médios anuais para as duas déca-
das seguintes (supondo nenhuma mudanga importante
do meic ambiente). Os resultados obtidos mostram que
ambos 08 métodos parecem ser eficienies para proces-
sar séries temporais influenciadas por processos clima-
ticos e geofisicos complexos, mesmo sem considerar as
relagdes causais envolvidas nos fendmenos estudados.
Eles podem ser usados para prever o comportamento de
tais fendmenos em escalas de tempo que dependem es-
pecificamente do método usado, do intervalo de tempo ¢
do tamanho dos dados disponiveis.
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