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Abstract. In this thesis we explore some industrial pattern sequencing
problems arising in settings as distinct as the scheduling of flexible machines,
the design of VLSI circuits, and the sequencing of cutting patterns. This latter
selting presents us the minimization of open stacks problem, which is the main
Jocus of our study. Some complexity results are presented for these
sequencing problems, establishing a surprising connection between previously
unrelated fields. New local search methods are also presented to deal with
these problems, and their effectiveness is evaluated by comparisons with
results previously obtained in the literature. The first method is derived from
the simulated annealing algorithm, bringing new ideas from statistical
physics. The second method advances these ideas, by proposing a collective
search model based on two themes: (i) to explore the search space while
simultaneously exhibiting search intensity and search diversity, and (ii) to
explore the search space in proportion to the perceived quality of each region.
Some preliminaries, given by coordination policjes. (to guide the search
processes) and distance metrics, are introduced to support the model.

Resumo. Nesta tese nos exploramos alguns problemas industriais origindrios
de tarefas tdo distintas quanto a programacdo de uma mdguina flexivel, o
projeto de circuitos integrados VLSI e o sequenciamento de padrées de corte.
Desta ultima tarefa provém o problema de minimizagdo de pilhas em aberto
que & o principal foco do estudo. Alguns resultados de complexidade sdo
apresentados para estes problemas estabelecendo-se uma conexdo entre dreas
que previamente ndo pareciam estar relacionadas. Novos modelos de busca
local também sdo apresentados para lidar com estes problemas e sua eficdcia
¢é medida por comparacdes com resultados previamente estabelecidps na
literatura. O primeiro método é derivado do algoritmo de simulated annealing
trazendo conceitos da fisica estatistica. O segundo método expande estas
idéias, propondo wum modelo coletivo baseado em dois principios: (i} a
exploracdo do espaco de solucdes exibindo uma busca simultaneamente
intensiva e distribuida e, (ii}) a concentracdo da busca em proporgdo com a
qualidade percebida em cada regidio. Sio também introduzidos novos métodos
essenciais para dar suporte ao modelo, como politicas de coordenacdo (do.s-
processos de busca) e métricas de disténcias.



1. Introduction

Yanasse (1997) identified an industrial problem arising in the sequencing. of cutting
pattemns, termed minimization of open stacks problem — hereafter MOSP., Consider a
production setting where J distinct patterns need to be cut, each one containing a
combination of at most / piece types. We can define the piece-pattern relationship by a /
x J binary matrix P={p;}, with p;=1 if pattern j contains piece type i, and p;=0
otherwise. When a pattem is cut, the pieces are stored on stacks that remain fixed
around the cutting saw until each stack is completed. Each stack holds only pieces of
the same type and it remains open until the last pattern cortaining that piece type is cut.
Difficulties in handling a larger number of distinct open stacks appear, for instance, if
the pumber increases beyond the system capability, so some of the stacks must be
temporarily removed, yielding additional costs, higher production time, and higher,
associated risks (as observed in glass-cutting settings). We are thus interested in the
sequencing of the patterns to minimize the maximum number of open stacks during the
cutting process. An open stacks versus cutting instants matrix 0"={g;; } is defined by:

. I, a3yl n(x) £ j<n(y)and p,.=p, =1 0
' 0, otherwise

where n denotes a permutation of the {1,2,..../} numbers, and defines a sequence on
which the patterns are cut, such that n({) is the order (instant) in which the i-th pattern is
cut. Note that matrix O holds the consecutive-ones property for columns under
permutation x: in each row, any zero between two ones will be changed to one. This is
called a fill-in. Since we are interested in minimizing the number of simultaneous open
stacks, we define the following cost functional:

I
z:_(P)= jgggf,,;qe @)

and define the minimization of open stacks problem (MOSP) as the problem of
min Z3,(P), where I is the set of all possible one-to-one mappings

m:{1,2,..../}>{1,2,....J}. In Yanasse (1997), a mathematical model was proposed and
some theoretical conjectures were raised, including one concerning the computational
complexity of the MOSP: is MOSP NP-Hard? This question is the starting point to our
research,

Proposition 1. MOSP is NP-Hard,

Proof. Reduction of Modified Cutwidth to MOSP.

MODIFIED CUTWIDTH (MCUT) {3]

INSTANCE: Graph G(¥,E), positive integer XK.

QUESTION:Is there a one-to-one function n: ¥—{1,2,...,|V]} such that for all i, 1<i<|W},
| {(uv) e E:mlu)<i<a(v)} |sK ?

This problem asks for a linear ordering of the vertices of G on a straight line
such that no orthogonal plane that intersects the line will cross more than X edges of G.
(It differs from the minimmon cut linear arrangem7ent problem, also known as cutwidth,



by the use of the “<” sign instead of the “<) The optimization version of MCUT asks to
minimize K over all possible linear orderings of the vertices of G, ie., min Zycir (G),

where Zjy,r (G) = max, . | {0, V) € E: 7(u) < i < 2(v)} |. We will show how to solve
an instance G=<(V.E) of MCUT with an algorithm for MOSP. First, construct a
corresponding / x J matrix P where /=JE| and J={V] where we associate each edge in £ to
a row number and each vertex of ¥ to a column number. Consider an edge (»,v) ¢ E,
ueV, veV. Letibe the row number assigned to this edge and let j and & be the namber
of the columns assigned to vertices » and v respectively. Make py=pa=1, and p;=0, for
all /2, Ik,

Lemma 1. Each edge crossing in a linear layout of the vertices of G corresponds to
one and only one “fill-in” to problem matrix O, associated to a permutation of the
columns of P with the consecutive-ones property for columns,

Progf. Consider an ordering = of the vertices of G and an edge (u,v) crossing an
orthogonal plane at vertex i. Let x be the row in matrix P associated with this edge.
From the construction of P, we have py. z.,)=px my=1, and p,,=0 for all y<r(x) and for all

y>n(v). At this row, following the column sequence that corresponds to the vertex
ordening, there must be a fill-in at position (row x, column ), since the associated matrix
(7 holds the consecutive-ones property for columns under permutation n. Now that this
basic relation is established, al] that must be done is to ensure that the maximum column
surn of the MOSP reflects only the fill-ins. In order to achieve this, we create a matrix
P’ as follows: first, let p'; = p,, Vie {12,...I}, Vje{1,2,...]}. Let C= mapr

y’

compute a gap g =C.J —z Z py- Therows F+1, K2, . I-l-g of P’ have only a single

=1

nonzero element equal ¢o 1. Thcyanedlstnbmd overthecolumns in rows I+1, 12, .
I+g in such a way that there are exactly C"ZP# ones on ¢ach column so that columns
=l

of P’ have column sum equal to C. Now, for the corresponding MOSP instance P’ [of
dimension (7+g) x J], we have:

Lemma 2, 25, (P) = Z5cur(G)+C.

Proof Observe that each column of P’ has the same number of 1’s. Thus, when
solving MOSP what is being minimized is the maximum column sum of fill-ins. By
lemma 1, the solution to this instance of MOSP solves the corresponding instance of
MCUT.

Proposition 1, demonstrating that there should be no efficient exact algorithm for
minimization of open stacks, closes the conjecture posed earlier [Yanasse, 1997] (it
should be mentioned that the other conjectures placed by Y anasse [1997] have also been
clarified, we refer the reader to chapter 2 of the thesis and also to [Linhares and
Yanasse, 2002]).



2. New local search models

In light of this NP hardness result, it becomes worthwhile to invest in heuristic solution
methods, which obtain good but not provably optimal results. We have resorted thus to
developing a microcanonical optimization algorithm which outperformed the previous
methods 1n the literature (we refer the reader to chapter 3 of the thesis, and to [Linhares
et al,, 1999]). Microcanonical optimization is based on two alternating modes of
execution; we may say that one mode is concerned with intensification of the search (to
the best solutions in an area), while another mode is concerned with the diversification
of the search (to other areas) (Linhares et al., 1999). Many heuristics have these ‘dual
opposites’ {Glover, 1990; Linhares, 1998). There is, in fact, in the local search literature,
a widely held belief:

Claim 1. The intensity versus diversity belief. There is a widespread belief that local
search intensity and local search diversity are mutually exclusive; a belief that
metaheuristic algorithms cannot achieve both of these desirable attributes under perfect
simultaneous co-existence.

This belief can be readily seen in several quotations from the literature. In the
context of genetic algorithms (applied to optimization), for example, one learns that “a
high crossover probability will encourage steady hill-climbing towards the optimal set
of parameter values. On the other hand, a high rate of mutation will result in more
searching of the less promising parts of the search space” {Backhouse et. al, 1997); the
keyword here being “on the other hand”. In another genetic algorithm quote, it is
mentioned that mechanisms “designed to increase the pressure for improvement may be
at the expense of population diversity. While such strategies can improve the results on
smaill to moderate problems, in large problems they may not allow sufficient exploration
of the solution space” (Dowsland 1996). In other Wonds as one gets more intensity, one
loses precious diversity. "y

In the context of tabu search, Laguna and Glover (1993) have pointed out, for
instance, that “effective tabu search procedures keep a balance between imtensification
and diversification, that is, between reinforcing attributes associated with good
solutions and driving the search into regions not yet visited”., Other articles use the
explicit term ‘tradeoff’, as in “infensification/diversification tradegffs” (Glover 1990).
Similar remarks have appeared in the context of scatter search, where (Cung et al. 1996)
point out that “...as indicated by its name, the method induces a real willingness for
maintaining the collection points as scattered as possible, hence to have a good
diversification. However, intensification can also be achieved...” (Cung et al, 1997).

Claim 1 can be consolidated after the following quote from Colorni et. al (1996):
“Two main features have to be balanced in constructing heuristic algorithms: (i) The
degree of exploitation, that is, the amount of effort directed to Jocal search in the present
region of the search space (if a region is promising, search more thoroughly); (ii) The
degree of exploration, that is, the amount of effort spent to search in distant regions of
the space (sometimes choose a solution in a far region and/or accept a worsening one, to
gain the possibility of discovering new better solutions). These two possibilities are
conflicting: a good trade-off between them is very important and must be carefully tuned
in each algorithm.” (Colomi et al. 1996; emphasis ours).



Thus, this intensity versus diversity belief is indeed pervasive in the literature,
But we should place the question: is it true? Is it impossible to obtain search intensity
and search diversity in perfect simultaneous co-existence? This is an implicit, unstated,
hypothesis assumed in a large mass of literature, and it should deserve proper attention.

We may thus challenge this assumption. A trivial fact is that search intensity is
clearly easy to achieve. Consider, for instance, a version of tabu search or of
microcanonical optimization (Glover, 1990; Linhares and Torrefio, 1998; Linhares et al.,
1999): these search methods place increasing pressure on the vicinmity of each search
region, and can thus be classified as search intensive. However, these methods must
alternate from the mode of search intensity whenever a locally minimum solution is
obtained. Since further improvement from that point is simply not possible, the
algorithms accept non-improving solutions and enter a phase designed to explore the,
space in a divers¢ manner. This alternation between search intensity and search
diversity seems at first to give more credit to the infensity versus diversity belief.

Now consider a system that manages to have multiple search processes in
parallel, each process following a simple tabu search algorithm. It is easy to claim the
following:

Claim 2. The proposed model exhibits high search intensity during the course of its
execution.

It is easy to demonstrate this fact because each individual process follows an
intensive search, and thus (as a trivial extension) the collective system exhibits search
intensity. Note, however, that one cannot guarantee the system to simultaneously
display search diversity, as all search processes can in principle cluster around a
particular region of the search space. We must introduce two new concepts: (i) distance
metrics, and (ii) coordination policies.

Coordination policies are guiding principles for coordinating the collective
search among distributed interdependent processes. These policies use information
obtained from so-called distance metrics. Consider a collective system with two
distributed search processes. At any point in time, these processes hold a minimum
number of steps between them; this number will define the distance between the
processes.

It is surprising that distance metrics have not been used extensively in local
search. Distances can reveal important facts about a pair of solutions: they give an idea
of the work and of the time required to move from one solution to the other; they are
correlated with the probability that the second solution will be visited by a process that
passed trough the first; and they also give a measure of similarity between any two
solutions. In our work we will be interested in demonstrating that the intensity versus
diversity belief is false (despite being widely held). In order to demonstrate so, we must
introduce non-overlapping coordination policies.

Consider a set of distributed search processes that individually obey claim 2.
With the use of distance metrics, it is possible to force these processes to ‘occupy
mutually exclusive areas of the search space, by keeping a minimum distance from the



nearest search process. By managing this mimimum distance, it is possible to effectively
devise a system that displays the following property:

Claim 3. The proposed model exhibits high search diversity during the course of its
execution.

The processes do not enter into each other’s area, and thus the system displays
high search diversity at the collective level. This is illustrated in Fig. 1.

&80

Figure 1. In the proposed collective model, processes are required to maintain
a minimum distance to each other (the boundaries of each process are
represented by circles). Thus, if each process executes an intensive search,
the collective system exhibits high search intensity and high search diversity in
simultaneous co-sxistence, disproving the so-called “intensity versus
diversity” belief (see claims 1 and 4).

Since diversity is enforced by the minimum required distances, and as each
individual process executes an intensive search process, we come to the conclusion that

Claim 4. Despite the fact that the ‘intensity versus diversity belief” is widely held, it is
false: local search intensity is not mutually exclusive with local search diversity.

As we have seen, this crucial conclusion directly contradicts a large mass of
literature (see for instance, Backhouse et al., 1997; Colomi et al., 1996; Cung et al.,
1997, Dowsland, 1996; Glover, 1990; Laguna and Glover, 1993).

Finally, we must point out that other, more intricate, coordination policies have
been proposed, and once again we must, for utter lack: of space, refer the interested
reader to chapter 4 of the thesis and also to (Linhares and Yanasse, 2002, under review).

3. Distance metrics

Of course these coordination policies require the use of underlying mechanisms of
distance metrics. That is, given a pair of solutions x and y, what is the minimum
number of local search movements between this pair of solutions? Since these metrics
must be computed under polynomial time, a discouraging result comes from the NP-
completeness of the 2-opt neighborhood for the traveling salesman problem (Linhares
and Yanasse, 2002, under review).

Fortunately, for other widely used neighborbhood operators, there are efficient
algorithms. We have thus developed an efficient algorithm for the 2-exchange operator,
which executes in linear time using an associated structure referred to as a switch graph
(Linhares and Yanasse, 2002, under review). We have also developed a quadratic
algorithm for the insertion operator for permutations, based on a data structure we refer
to as the fraversal trees. As required, we have also proved the optimality of the
obtained metrics. These metrics are surprisingly related to important problems in the
field of computational molecular biology, however, given the lack of space to present
these algorithms, data structures, and associated theorems, we must refer the reader to
chapter 5 of the thesis and to Linhares and Yanasse (2002, under review) for details.
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