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In his 1975 book, Matheron introduced a pair of dual representation written in terms of elementary morphological mappings for increasing translation invariant (t.i.) set mappings using the concept of Kernel. Based on Hit-Miss topology, Maragos, in his 1985 Phd thesis, has given sufficient conditions on increasing t.i. mappings under which such mappings have minimal representations. In this report, a pair of dual representations written in terms of elementary morphological mappings for t.i. mappings (not necessarily increasing) is presented. It is shown that under the same sufficient corditions such mappings have minimal representations. Actually, the Matheron's and Maragos' representations are special cases of the proposed representations. Finally, some examples are given to illustrate the theory.
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## RESUMO

No seu livio de 1975, Matheron introduziu wn par de representaçชes duais escritas em termos de mapeamentos morfologicos elementares para mapeamentos de conjuntos, invariantes em translação (i.t.l e crescentes usando o conceito de núcleo. Baseado na topologia Toca-Nao Toca (Hit-Miss), Maragos, na sua tese de Pha de 1985. deu condiçơes suficientes sobre mapeamentos i.t. crescentes que garantem que tais mapeamentos possuem representaçð̃es minimais. Neste relatorio, um par de representaçes duais escritas em termos de mapeamentos morfologicos elementares para mapeamentos i.t. (não necessariamente crescentes) apresentado. Mostra-se que as mesmas condiçరes suficientes garantem que tais mapeamentos possuem representaç̧̃es minimais. Na verdade, as representaçðes de Matheron e Maragos são casos particulares das representaçes sionstas. Finalmente aliuns exemplos siao dados para i?ustror a tooria.
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## INTRODUCTI ON

Let $E$ be a d-dimensional Euclidean space (e.g., $\mathbb{R}^{d}$ ), $\mathscr{A}$ be a collection of subsets of $E$, that is, $M=P(E)$, and $\psi$ ber a mapping from to $\mathscr{P}(E)$. In the field of image processing, that motivates this paper, $d$ is $2, A$ represents the collection of shapes, objects or images of interest (the terminology varies from author to author) and $\psi$ represents a particular shape transformation.

The objective of this paper is to present a pair of minimal representations in terms of elementary mappings of the mathematical morphology (erosion and dilation) for $\psi$ in the general class of translation invariant (t.i.) mappings (i.e., $\psi\left(X_{h}\right)=(\psi(X))_{h}$, where $X_{h}$ represents the translate of $X$ by a vector $h$ of $E$ ), in the same way as Maragos (1985, 1989) and Dougherty and Giardina (1986) have done for $\psi$ in the restricted class of increasing t.i. mappings (i.e., $X_{1} \subset X_{2} \Rightarrow \psi\left(X_{1}\right) \subset \psi\left(X_{2}\right)$ ). In image processing this may be important because common transformations, such as edge extraction or shape recugnition, are not increasing.

Actually, Maragos' minimal representatioris are minimal forms of Matheron's representations for increasing t.i. mappings. Matheron (1975) has shown that any increasing $t . i$. mapping $\psi$ can be represented as the supremum of a family of elementary mappings of the same type called erosions or as the infimum of a family of elementary mappings of the same type called dilations. In representation for $\psi$ by a supremum, the structuring ciements. which caracterize the erostons, belong to a set collection called kernel of $\psi$. The powerful concept of kernel, introduced by Matheron, consists of associating to
each t.i. mapping $\psi$ a subcollection of $\mathcal{A}$, the kernel of $\psi$, denoted $K(\psi)$ and given by

$$
\mathscr{K}(\psi)=\{X \in \mathscr{A}: \quad 0 \in \psi(X)\}
$$

where $O$ is the null vector of $E$. Hence, for any increasing t.i. mapping $\psi$, the Matheron's representation by a supremum leads to the expression

$$
\forall(X)=U\{X \ominus \check{A}: A \in \mathbb{K}(\psi)\} \quad(X \in \mathscr{A})
$$

where $X \ominus \check{A}$ is the erosion of $X$ by the structuring element A (see Chapter 2 for the definttion of erosion).

The Matheron's representation by a supremum works for three reasons: first, the t.i. assumption on $\psi$ implies that the mapping $\mathcal{K}(\cdot)$ is a lattice-isomorphism (i.e., XC•) is bljective, that is, one-to-one and onto, and increasing two-sided ${ }^{1}$, that is,

$$
\left.\psi_{1}(x)=\psi_{2}(x)(X \in \mathbb{A}) \Leftrightarrow \mathcal{K}\left(\psi_{1}\right) \subset \mathcal{X}\left(\psi_{2}\right)\right)
$$

second, the increasing assumption implies that $\mathcal{K}(\psi)$ is a dual ideal of $(\mathscr{A}, \sigma)(1, e .$, if $X \in \mathcal{K}(\psi)$ and $Y \in \mathscr{A}$, then $\overline{\mathrm{X}} \subset \dddot{\mathrm{I}}$ impiies that $\mathrm{Y} \in \mathscr{K}(\psi)$ ); third, the kernel of erosion by $A$ is the collection of all subsets of $E$ in $\mathscr{A}$ which contain A.

```
When \(\psi\) is not increasing the Matheron's representation by a supremum fails, because the above second reason does not apply any more.
```

In this paper, it is shown that, by choosing a slightly different class of elementary mapplngs, any t.i. mapping (not necessarily increasing) also has a representation in terms of a supremum. More precisely, the proposed representation by a supremum leads to the

[^0]expression
$$
\psi(X)=U\{X \otimes(A, B):(A, B) \in \mathbb{R}(\psi)\} \quad(X \in A),
$$
where $X(A, B)$ is the result of the intersection of the erosion of $X$ by $A$ and the erosion of $X^{c}$ by $B^{c}$, that is.
$$
X \otimes(A, B)=(X \in \check{A}) \cap\left(X^{c} \Theta \check{B}^{c}\right),
$$
and $\mathscr{R}(\psi)$ is a set of extremity pairs of the closed intervals contained in the kernel of $\psi$ (see Section 3.1 for the definition of a closed interval). Furthermore, as in the case of increasing mappings, a dual representation for t.i. mappings (not necessarily increasing) is derived, in terms of the infimum of a family of dual elementary mappings. More prectsely, the dual representation leads to the expression
$$
\psi(X)=\cap\left\{X \otimes(A, B):(A, B) \in \mathscr{F}\left(\psi^{*}\right)\right\} \quad(X \in \mathscr{A}),
$$
where $\bullet(A, B)$ and $\psi^{*}$ are the dual mappings. respectively, of • (A, B) and $\psi$ (see end of Chapter 2 for the definition of dual).

One of the reasons for the general representation by a supremum to work is that the kernel of the elementary mapping - (A, B) is the collection of all subsets of $E$ in $A$ which are in between $A$ and $B$. Compared to the kernel of the erosion by $A$, this kernel is "limited above by $B^{\prime \prime}$ which is the key idea to set up the general representation by a supremum.

In his theory of minimal elements, Maragos has shown that Matheron's representations can be simplified in the sense that, usually, an increasing $t .1$. mapping $\psi$ can be represented as the supremum of a smaller family of erosions or as the infimum of a smaller family of dilations. In the case of a supremum, for exemple, this occurs because the kernel of the erosion is decreasing with
respect to its structuring element (i.e., $\left.A_{1} \subset A_{2} \rightarrow X\left(\cdot \Theta \check{A}_{1}\right) \supset X\left(\cdot \Theta \check{A}_{2}\right)\right)$. $A$ smaller family of erosions is then obtained by looking for the minimal elements of the kernel of $\psi$. The collection $B(\psi)$ of the minimal elements of the kernel of $\psi$ is called, by Maragos, the basis of $\psi$ (Dougherty's and Giardina's basis definition is slightly different). Under a semi-continuity condition on $\psi$, Maragos has proved that the basis $\mathcal{B}(\psi)$ can be used to derive a minimal representation for increasing t.i. mappings leading to the expression

$$
\psi(X)=U\{X \ominus \check{A}: A \in \mathcal{B}(\psi)\} \quad(X \in \mathscr{A}) .
$$

In the same way, the proposed representations for t.i. mappings (not necessarily increasing) appear to be redundant and minimal representations can be derived. In the case of a representation by a supremum, this occurs because the kernel of the elementary mapping • $O$ (A, B) is increasing with respect to its pair of structuring elements $x=(A, B)$, under some defined partial order, denoted $\{$ (i.e. $x_{1}\left\{x_{2} \rightarrow \mathcal{K}\left(\cdot x_{1}\right) \subset \mathcal{X}\left(\bullet x_{2}\right)\right.$; see Section 3.1 for the definition of $)$. In this paper, the collection $\mathfrak{B}(\psi)$ of maximal elements of $\tilde{F}(\psi)$ is called basis of $\psi$ and it is shown that, under the same semi-continuity condition on $\psi$. the basis $\mathscr{B}(\psi)$ can be used to derive a minimal representation for t.i. mappings leading to the expression

$$
\psi(X)=U\{X \otimes(A, B):(A, B) \in \mathscr{B}(\psi)\} \quad(X \in \mathscr{A}) .
$$

As in Maragos, the semi-continuity is expressed in terms of the Hit-Miss topology.

In Chapter 2 some useful known definitions and properties of the kernel of a t.i. mapping are recalled. In Chapter 3 the pair of dual representations for t.i mappings is derived. In Chapter 4, a new class of socalled inf-separable mappings is introduced, the cases of
increasing, decreasing and inf-separable t.i. mappings are studied and, in the former case, the Matheron's representation by a supremum is derived from the proposed one. Chapter 5 contains the definition of $t$.i. mapping basis and sufficient conditions under which $t$.i. mappings have minimal representations. Finally, in Chapter 6 , some simple examples are given to illustrate the theory.

The material in this paper is original except the one in Chapter 2 .

## CHAPTER 2

## TRANSLATION INVARI ANT MAPPINGS

All the main results in this chapter can be Found in Matheron (1975). They are presented here for the sake of completeness and because of their fundamental role in this paper.

Let $A$ be a non empty collection of subsets of a non empty set $E$, that $15, \mathscr{A} \subset \mathcal{P}(E), \Psi_{\infty}$ be the the set of all mappings $\psi(\cdot)$ or, simply, $\psi$ from $\mathscr{A}$ to $\mathcal{P}(E)$ and $<$ be the partial order for $\Psi_{\mathscr{A}}$ defined by

$$
\psi_{1}<\psi_{2} \dot{i f f} \psi_{1}(X) \in \psi_{2}(X)(X \in \mathscr{A})
$$

The poset ( $\Psi_{\text {as }} \ll$ is a complete lattice, If $\Pi\left\{\psi_{i}: i \in I\right\}$ and $\sqcup\left\{\psi_{i}: i \in I\right\}$ denote, respectively, the infimum and supremum of the family $\left\{\psi_{i}: i \in I\right\}$ of mappings in $\Psi \not{ }_{4}$, then

$$
\left(\prod\left\{\psi_{i}: i \in I\right\}\right)(X)=\cap\left\{\psi_{i}(X): i \in I\right\} \quad(X \in \mathscr{A})
$$

and

$$
\left(\bigcup\left\{\psi_{i}: i \in I\right\}\right)(X)=U\left\{\psi_{i}(X): i \in I\right\} \quad(X \in \mathscr{A})
$$

In this paper, an important subclass of $\Psi_{d}$ is studied, when the set $E$ is an Abelian group with a binary operation, denoted + , and a zero element, denoted o. Some preliminary definitions are first recalled.

$$
\text { Let } h \in E \text { and } X E P(E) \text {, then the set } X_{h} \text { given }
$$ by

$$
x_{h}=\{u \in E: u=h+x \text { and } x \in x\}
$$

or. equi valently,

$$
\begin{equation*}
x_{h}=\{u \in E: u-h \in X\} \tag{2.1}
\end{equation*}
$$

is called the translate of X by h . In particular, $\mathrm{X}_{0}=\mathrm{X}$.

For any $\mathscr{A} \subset \mathcal{P}(E)$ and $h \in E$, let $\mathscr{A}_{h}$ denote the collection of translates of the elements of $A$ by $h$, that is.

$$
\begin{equation*}
\mathscr{A}_{\mathrm{h}}=\left\{\mathrm{X} \in \mathcal{P}(\mathrm{E}): \mathrm{X}_{-\mathrm{h}} \in \mathscr{A}\right\} . \tag{2.2}
\end{equation*}
$$

In particular, $\mathscr{A}_{0}=\mathscr{A}$.

For any $h \in E, \quad\left(A_{h}\right)_{-h}=\mathscr{A} \quad$ and $\mathscr{A} \subset \mathscr{A} \leftrightarrow \mathscr{A}_{h} \subset \mathscr{A}_{h}$. This implies that intersection and union comale with transiation, that is,

$$
\begin{equation*}
\cap \mathscr{A}_{h}=(\cap \mathscr{A})_{h} \text { and } U \mathscr{A}_{h}=(U \mathscr{A})_{h} . \tag{2.3}
\end{equation*}
$$

The collection $\mathscr{A} \subset \mathcal{P}(E)$ is said to be closed under translation iff for any $h \in E, A_{h}=\mathscr{A}$.

Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation. A mapping $\psi$ from $\mathscr{A}$ to $\mathcal{P}(E)$ is said to be translation invariant (t.i.) iff

$$
\psi\left(X_{h}\right)=(\psi(X))_{h}(X \in \mathscr{A}, h \in E)
$$

Let $\Phi_{\mathscr{A}}^{\prime}$ denote the set of all the t.i. mappings from $A$ (closed under translation) to $\mathcal{P}(E) \cdot\left(\Phi_{\mathscr{A}} \subset \Psi_{\mathscr{A}}\right)$. From (2.3), the infimum and the supremum of any family of t.i. mappings are t.i. mappings. Therefore, the subposet ( $\Phi_{\mathscr{A}}$, <) is also a complete lattice.

Let $K(\cdot)$ be the mapping from $\Phi_{\mathscr{A}}$ to $\mathcal{P}(\mathscr{A})$
defined by

$$
\begin{equation*}
\mathscr{K}(\psi)=\{X \in \mathscr{A}: \quad 0 \in \psi(X)\}, \tag{2.4}
\end{equation*}
$$

for any $\psi \in \Phi_{\mathscr{A}} \mathscr{K}(\psi)$ is called, by Matheron, the kernel of $\psi$.

In what follows, it is proved that the mapping $\mathcal{K}(\cdot)$ is a lattice isomorphism (i.e., a lattice-morphism and a bijection). Let us recall first the following important property of the kernel of a t.i. mapping.

PROPERTY 2.1-Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, $\psi$ be a t.i. mapping from to $\mathcal{P}(E)$ and $\mathcal{K}(\psi)$ be its kernel, defined by (2.4). For any $X \in \mathscr{A}$.

$$
\begin{equation*}
x \in \psi(X) \text { iff } X \in(\mathscr{K}(\psi))_{x} \tag{ㅁ}
\end{equation*}
$$

PROOF: For any $X \in \mathscr{A}$.
from (2.1),
$x \in \psi(X) \leftrightarrow 0 \in(\psi(X))_{-x}$,
by t.i. definition,
$\leftrightarrow 0 \in \psi\left(X_{-x}\right)$.
from (2.4).
$\leftrightarrow X_{-x} \in \mathscr{K}(\psi)$,
from (2.2),
$\leftrightarrow X \in(\mathscr{X}(\psi))_{x}$.

Let $\phi$. be the mapping from $\mathcal{P}(\mathscr{A})$ to $\Psi_{\mathscr{A}}$ defined
by

$$
\begin{equation*}
\phi_{Y}(x)=\left\{x \in E: x \in \mathscr{E}_{x}\right\} \quad(x \in \mathscr{A}) \tag{2.5}
\end{equation*}
$$

for any $\mathcal{\xi} \in \mathcal{P}(\mathscr{A})$.

This way of constructing a mapping from $A$ to $\mathcal{P}(E)$ is useful in the study of the properties of the mapping $\mathcal{K}(\cdot)$.

FROPERTY 2.2-let $A \subset P(E)$ be closed under translation, $\psi$ be a t.i. mappine from $A 10 \mathcal{P}(E)$ and $\mathcal{K}(\psi)$ be its kernel, defined by (2.4), then the mapping $\phi_{\mathscr{K}(\psi)}$ from $\mathscr{A}$ to $\mathcal{P}(E)$, defined by (2.5) (with $s=w(\psi)$ ), is $\psi$, that is,

$$
\phi_{\mathscr{X}(\psi)}=\psi
$$

or, equivalently.

$$
\begin{equation*}
\psi(X)=\left\{x \in E: X \in(\mathscr{X}(\psi))_{x}\right\} \quad(X \in \mathscr{A}) \tag{0}
\end{equation*}
$$

PROOF: For any $X \in \mathscr{A}$,
from (2.s),

$$
\begin{aligned}
\phi_{\mathscr{K}(\psi)} & =\left\{x \in E: X \in(\mathscr{K}(\psi))_{x}\right\} \\
& =\{x \in E: x \in \psi(X)\} \\
& =\psi(X)
\end{aligned}
$$

- 

LEMMA 2.1 - Let $\notin \mathcal{P}(E)$. The mapping $\mathcal{K}(\cdot)$ from $\Phi_{\mathscr{A}}$ to $\mathcal{P}(\mathscr{A})$, defined by (2.4), is injective cone to one).

PRONF: Froperty 2.2 is a sufficient condition for the maping $X(\cdot)$ to be injective (see Property 6.3 p. 14 in Dugundji (1966)).

The mappings $\phi_{\mathscr{C}}$ from of to $P(E)$, defined by (2.5), have the following property.

PROPERTY 2.3 - Let $\operatorname{sif} \mathcal{P}(E)$ be closed under translation and $\mathcal{E} \in \mathscr{A}$. The naping $\phi_{\mathscr{C}}$ from $A$ to $\mathcal{P}(E)$, defined by (2.5), is t.i., that is, $\phi_{\mathscr{C}} \in \Phi_{\mathscr{A}}$, and its kernel. defined by (2.4), is $\ell$. that is.

$$
\begin{equation*}
\mathscr{K}\left(\phi_{\mathscr{C}}\right)=\varphi . \tag{0}
\end{equation*}
$$

PROOF: 1. For any $x \in E$ and $X \in \mathscr{A}$,
from (2.5),

$$
\phi_{\varphi}\left(x_{x}\right)=\left\{u \in E: x_{x} \in \varepsilon_{u}\right\}
$$

from (2.2),
$=\left\{u \in E: X \in \mathcal{C}_{u}-x\right\}$,
from (2.5), $=\left\{u \in E: u-x \in \phi_{\varphi}(X)\right\}$,
from (2.1). $=\left(\phi_{\varphi}(X)\right)_{x}$,
that is, $\phi_{C}$ is ti..
2. From (2.4),

$$
\mathscr{X}\left(\phi_{\mathscr{C}}\right)=\left\{x \in \mathscr{P}(E): \quad 0 \in \phi_{\mathscr{C}}(X)\right\},
$$

from (2.5), $\quad\left\{X \in \mathcal{P}(E): 0 \in\left\{x \in E: x \in \varepsilon_{x}\right\}\right\}$,

$$
\begin{equation*}
=\{x \in \mathcal{P}(E): X \in \varepsilon\}=\varepsilon . \tag{口}
\end{equation*}
$$

LEMMA 2. 2 - let $\mathscr{A} \subset \mathcal{P}(E)$. The mapping $\mathcal{K}(\cdot)$ from $\Phi_{A}$ to $\mathcal{P}(\mathscr{A})$. defined by (2.4), is surjective (onto).

PROOF: Property 2.3 is a sufficient condition for the mapping $K(\cdot)$ to be surjective (see Property 6.9 p. 14 in Dugundji (1966)).

LEMMA 2. 3 (Matheron (1975)) - Let $\mathcal{A} \mathcal{P}(E)$ be closed under translation. The mapping $\mathcal{K}(\cdot)$ from $\Phi_{\mathscr{A}}$ to $\mathcal{P}(\mathscr{A})$, defined by (2.4), is bijective.

PROOF: This is a consequence of Lemmas 2.1 and 2.2.

The following lemma states another important property of $\operatorname{SK} \cdot$ ).

LEMMA 2. 4 - Let $A \in \mathcal{P}(E)$. the mapping $K(\cdot)$ from $\Phi_{A}$ to $\mathcal{P}(\mathscr{A})$, defined by (2.4), is increasing tow-sided, that is, for any $\psi_{1}$ and $\psi_{2}$ in $\Phi_{\mathscr{A}}, \psi_{1}<\psi_{2} \leftrightarrow \mathscr{K}\left(\psi_{1}\right) \subset \mathscr{X}\left(\psi_{2}\right)$.

PROOF: 1. The only if part: $\psi_{i}(X) \subset \psi_{2}(X)(X \in \mathscr{A})$ implies that for any $X \in \mathcal{K}\left(\psi_{1}\right)$, from (2.4), $0 \in \psi_{1}(X) \subset \psi_{2}(X)$, which proves, from (2.4), that $X \in X\left(\psi_{2}\right)$ and, consequently, $\because\left(\psi_{1}\right) \subset \mathscr{K}\left(\psi_{2}\right)$.
2. The if part: let $X \in \mathscr{A}$ and $x \in \psi_{1}(X)$, then, by Property 2.1, $X \in\left(X\left(\psi_{1}\right)\right)_{x} \subset\left(X\left(\psi_{2}\right)\right)_{x}$, but this implies, by Property 2.1, that $x \in \psi_{2}(X)$ which proves that $\psi_{1}(X) \subset \psi_{2}(X)$.

The posets $\left(\Phi_{\mathscr{A}},<\right)$ and $(\mathcal{P}(\mathscr{A}), C)$ are complete lattices, hence all the above lemmas, relative to the mapping $K(\cdot)$, can be resumed in the following lemma.

LEMMA 2.5-Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation. The mapping $K(\cdot)$ from $\Phi$ onto $\mathcal{P}(\mathscr{A})$, defined by (2.4), is a lattice-isomorphism.

PROOF: Lemmas 2.3 and 2.4 together are equivalent to say that $K(\cdot)$ is a lattice-isomorphism (see Lemma 2 p. 24 in Birkhoff (1967)).

Let $\left\{\psi_{i}: i \in I\right\}$ be a family of $t . i$. mappings from to $\mathcal{P}(E)$. The above Lemma 2.5 says in particular that

$$
\left.\mathscr{K} U\left\{\psi_{i}: i \in I\right\}\right)=U\left\{K\left(\psi_{i}\right): i \in I\right\}
$$

and

$$
\mathscr{X}\left(\Pi\left\{\psi_{i}: i \in I\right\}\right)=\cap\left\{\mathscr{K}\left(\psi_{i}\right): i \in I\right\}
$$

In other words, the kernel of the supremum (under $<$ ) of a
family of $t . i$. mappings is the union (or supremum under $\subset$ ) of the set of the corresponding kernels.

Before ending this chapter, important t.i. mappings are given and some duality properties recalled.

Let $\notin \mathcal{P}(E)$ be closed under translation. If $\psi_{1}$ and $\psi_{2}$ are two $t .1$. mappings, respectively, from $\mathscr{A}$ to $\mathcal{P}(E)$ and from $\mathcal{P}(E)$ to $\mathcal{P}(E)$, then $\psi$, the composition of $\psi_{1}$ and $\psi_{2}$, that is, $\psi=\psi_{2} \cdot \psi_{1}$, is a t.i. mapping from $A$ to $\mathscr{P}(E)$. This can be seen as follows: for any $X \in \mathscr{A}$ and $h \in E$,

$$
\psi\left(X_{h}\right)=\psi_{2}\left(\psi_{1}\left(X_{h}\right)\right) .
$$

by t.i. definition,

$$
=\psi_{2}\left(\left(\psi_{1}(X)\right)_{h}\right) \text {. }
$$

by t.i. definition,

$$
\begin{aligned}
& =\left(\psi_{2}\left(\psi_{1}(x)\right)\right)_{h}, \\
& =(\psi(x))_{h} .
\end{aligned}
$$

Let $\mathscr{A} \subset \mathcal{P}(E)$, and $C_{\mathscr{A}}$ the mapping from $A$ to $\mathcal{P}(E)$ defined by

$$
\begin{equation*}
c_{\mathscr{A}} \mathrm{X}=\{x \in \mathrm{E}: x \notin \mathrm{X}\} . \tag{2.6}
\end{equation*}
$$

for any $x \in \mathscr{A} \quad C_{\mathscr{A}(E)} x$, the complementary set of $x$, is denoted $X^{c}$. Let $\mathscr{A}^{*}$ be the image of $\otimes$ by $C_{\mathscr{A}}$, that is,

$$
. Q^{*}=C_{\mathscr{A}}=\left\{X \in \mathcal{P}(E): X^{\wedge} \in \mathscr{A}\right\}
$$

In particular, $\mathscr{P}(E)^{*}=\mathscr{P}(E)$.

Let $A \subset \mathcal{P}(E)$ be closed under translation, then, from (2.6), for any $X \in \mathscr{A}$,

$$
C_{\mathscr{A}} X=\left\{X \in E: X \in\{Y \in \mathscr{A}: 0 \in Y\}_{X}\right\} .
$$

Therefore, by identifying with expression (2.5),
$\mathcal{E}=\{Y \in \mathscr{A}: \quad 0 \in Y\}$ and, by applying Property $2.3, C_{\mathscr{A}}$ is a ti. mapping.

The ti. property for $C_{\mathscr{A}}$ implies that $\mathbb{N}^{*}$ is closed under translation, for

$$
\mathscr{A}_{\mathrm{h}}^{*}=\left(\mathrm{C}_{\mathscr{A}} A_{\mathrm{h}}\right)_{\mathcal{A}^{A}}=\mathrm{C}_{\mathscr{A}} \mathscr{A}=\mathscr{A}^{*} .
$$

Let $A_{1}$ and $\mathcal{A}_{2} \subset \mathcal{P}(E)$ be closed under
translation. Let $\psi_{1}$ and $\psi_{2}$ be two mappings from,
respectively, $A_{1}$ and $\mathscr{A}_{2}$ to $\mathcal{P}(E) . \psi_{1}$ and $\psi_{2}$ are said to be dual iff $\mathscr{A}_{1}=\mathscr{A}_{2}^{*}$ or, equivalently, $\mathscr{A}_{2}=\mathscr{A}_{1}^{*}$ and $\psi_{i}=C_{P(E)} \circ \psi_{2} \cdot C_{s f} \quad$ or, equivalently, $\psi_{2}=C_{\mathcal{P}(E)} \cdot \psi_{1} \cdot C_{\mathscr{A}_{2}}$. In other words $\psi_{1}$ and $\psi_{2}$ are dual if

$$
\psi_{1}(X)=\left(\psi_{2}\left(X^{c}\right)\right)^{c} \quad\left(X \in \mathscr{A}_{1}\right)
$$

The dual mapping of a mapping $\psi$ from $\mathscr{A} \subset \mathcal{P}(E)$ to $\mathcal{P}(E)$, denoted $\psi^{*}$, is defined by

$$
\psi^{*}=C_{P(E)} \cdot \psi \circ C_{\tilde{\sim}}{ }^{*} .
$$

Hence, $\psi_{1}$ and $\psi_{2}$ are dual iff $\psi_{1}=\psi_{2}^{*}$ or. equivalently, $\psi_{2}=\psi_{1}^{*}$.

If $\psi$ is a ti. mapping then, by composition of ti. mappings, $\psi^{*}$ is also a t.i. mapping.

Furthermore, if $\psi_{1}$ and $\psi_{2}$ are two mappings from $\mathscr{A}$ to $\mathcal{P}(E)$, then, by Morgan's law, the dual of their supremum, under $<$, is the infimum, under $<$, of their dual. that is,

$$
\left(\psi_{1} \cup \psi_{2}\right)^{*}=\psi_{1}^{*} \Pi \psi_{2}^{*}
$$

PROPERTY 2.4 -Let $\mathscr{A}_{1}$ and $\mathscr{A}_{2} \subset \mathcal{P}(E)$ be closed under translation. Let $\psi_{1}$ and $\psi_{2}$ be two i.i. mappings from, respectively, $A_{1}$ and $A_{2}$ to $\mathcal{P}(E)$ and let $K\left(\psi_{1}\right)$ and $X\left(\psi_{2}\right)$ be their respective kernel, defined by (2.4), then $\psi_{1}=\psi_{2}$ ff $\mathscr{A}_{1}=\mathscr{A}_{2}^{*}$ and $X \in \mathscr{X}\left(\psi_{1}\right) \leftrightarrow X^{c} \in \mathscr{X}\left(\psi_{2}\right)\left(X \in \mathscr{A}_{1}\right)$.

PROOF: 1. For any $x \in \mathbb{A}_{1}$.
from (2.4), $X \in \mathscr{K}\left(\psi_{1}\right) \quad \leftrightarrow 0 \in \psi_{1}(X)$,
by dual definition,
$\leftrightarrow O \in\left(\psi_{2}\left(X^{c}\right)\right)^{c}$,
$\Leftrightarrow 0 \notin \psi_{2}\left(X^{c}\right)$,
from (2.4),
$\Leftrightarrow X^{c} \notin \mathcal{K}\left(\psi_{2}\right)$.
2. For any $X \in A_{1}$,
by $\operatorname{Property} 2.2, \psi_{1}(X)=\left\{x \in E: X \in\left(\mathscr{X}\left(\psi_{1}\right)\right)_{x}\right\}$,
by assumption,
$=\left\{x \in E: X^{c} \in\left(\mathscr{K}\left(\psi_{2}\right){ }_{x}\right\}\right.$.
$=\left\{x \in E: X^{c} \in\left(\mathcal{X}\left(\psi_{z}\right)\right)_{x}\right\}^{c}$.
by Property 2.2, $\quad=\left(\psi_{2}\left(X^{c}\right)\right)^{c}$.

The Minkowski addition $\oplus$ (Minkowski. 1903; Hadwiger, 1957) is defined in $\mathcal{P}(E)$ by

$$
A \oplus B=\{x \in E: x=a+b, a \in A \text { and } b \in B\} \text {. }
$$

Let $A \in \mathcal{P}(E)$, the symmetrical set of $A$. denoted $\check{A}$, is:

$$
\check{A}=\{x \in E: \quad-x \in A\} .
$$

Let $\mathscr{A} \subset \mathcal{P}(E), X \in \mathscr{A}$ and $A \in \mathcal{P}(E)$, the set $X \oplus X i$ is called, by Matheron (1975), the dilation of $X$ by the structural element A. For Haralick et al. (1987) and Giardina and Dougherty (1988) the dilation of $X$ by $A$ is simply $X \oplus A$. The set $X \oplus \check{A}$ can be expressed in the form:

$$
\begin{equation*}
x \oplus \check{A}=\left\{x \in E: x \cap A_{x} \neq \theta\right\} \tag{2.7}
\end{equation*}
$$

The mapping $\oplus$ Ǎ from $\mathscr{A}$ to $\mathcal{P}(E)$ is called the dilation by A.

The dual mapping of $\oplus$ Ǎ from $\mathscr{A}$ to $\mathcal{P}(E)$ is a mapping from $\mathscr{A}^{*}$ to $\mathcal{P}(E)$, denoted $\cdot \Theta \AA \begin{aligned} & \text { and called, by }\end{aligned}$ Matheron (1975), the erosion by A. For Haralick (1987) and Giardina and Dougherty (1988) the definition of erosion is the same, but Harailick denotes it simply as • $\theta$ A. In other words, the symbol $\theta$ has another meaning and it can be observed that Haralick's dilation and erosion are not dual, $\therefore \mathrm{n}$ the sense giver above. The set $\mathrm{X} \Theta \mathrm{A}$ is called the erosion of $X$ by the structural element $A$ and can be expressed in the form:

$$
\begin{align*}
x \ominus \check{A} & =\left\{x \in E: X^{c} \cap A_{x} \neq \varnothing\right\}^{c} \\
& =\left\{x \in E: A_{x} \subset x\right\} \tag{2.8}
\end{align*}
$$

The dual property leads to the formula:

$$
(X \oplus A)^{c}=X^{c} \in A \quad(X \in A)
$$

(with Haralick's dilation and erosion definition the corresponding formula is: $\left.(X \oplus A)^{c}=X^{c} \oplus \check{A}\right)$.

Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation and $A \in \mathcal{P}(E)$, from (2.7), for any $X \in \mathbb{A}$,

$$
X \oplus \check{A}=\left\{X \in E: X \in\{Y \in \mathscr{A}: Y \cap A \neq 0\}_{X}\right\} .
$$

Therefore, by identifying with expression (2.5), $\mathcal{E}=\{Y \in \mathscr{A}: Y \cap A \neq \varnothing\}$ and, applying Property 2.3, the mapping - $\oplus$ Ã from $\mathscr{A}$ to $\mathcal{P}(E)$ is t.i.. By the duality property, the mapping $\cdot \Theta$ Ǎ from $\mathscr{A}$ to $\mathcal{P}(E)$ is also t.i..

From (2.7) and (2.8) the kernels of the dilation and the erosion from $\mathscr{A}$ to $\mathcal{P}(E)$ are:

$$
\mathscr{K}(\cdot \oplus \check{A})=\{X \in \mathscr{\infty}: X \cap A \neq 0\}
$$

and

$$
\mathscr{K}(\cdot \ominus \check{A})=\{X \in A: A \subset X\} .
$$

The erosion and the complemented dilation of a set $X$ are special cases of the general Hit-Miss mapping, due to Serra (1982). Let $A$ and $B$ be two disjoint subsets of $E$, then the Hit-Miss transform of $X$ by the pair (A.B) is the set:

$$
\begin{equation*}
X \otimes(A, B)=\left\{x \in E: A_{x} \subset X \text { and } B_{x} \subset X^{c}\right\} \tag{2.9}
\end{equation*}
$$

From (2.8),

$$
X \otimes(A, B)=(X \in \check{A}) \cap\left(X^{c} \Theta \check{B}\right) \quad(X \in \mathscr{A}) .
$$

Let $A \subset \mathcal{H}(E)$ be closed under translation. The mapping - (A, B) from t.o $\mathcal{P}(E)$ is t.i., as infimum of two t.i. mappings, the second one being the composition of two t.i. mappings: the complementation and the erosion.

## CHAPTER 3

REPRESENTATI ON THEOREMS FOR TRANSLATION INVARIENT MAPPINGS

## 3.1 - REPRESENTATION BY A SUPREMUM

For the moment, let $E$ be any non empty set. Because of the nature of the $t . i$. mapping representation problem some definitions have to be made relatively to the elements of $\mathcal{P}(E) \times \mathcal{P}(E)$.
L.et $\{$ be the binary relation between pairs in $\mathcal{P}(E)^{2}$ defined by

$$
\begin{equation*}
\left(A_{1}, B_{1}\right)\left\{\left(A_{2}, B_{2}\right) \text { iff } A_{1}>A_{2} \text { and } B_{1} \subset B_{2}\right. \tag{3.1}
\end{equation*}
$$

The relation $\{$, defined by (3.1), is a partial order for $\mathcal{P}(E)^{2}$ (i.e., $\{$ is reflexive, antisymmetric and transitive). The pairs ( $E, 0$ ) and ( $0, E$ ) are, respectively, the smallest and greatest pairs in $\mathcal{P}(E)^{2}$. The supremum and infimum of two pairs $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$ in $\mathcal{P}(E)^{2}$ always exist, are denoted, respectively, by $\left(A_{1}, B_{1}\right) \cup\left(A_{2}, B_{2}\right)$ and $\left(A_{1}, B_{1}\right) \wedge\left(A_{2}, B_{2}\right)$, and can be expressed as:

$$
\left(A_{1}, B_{1}\right) \vee\left(A_{2}, B_{2}\right)=\left(A_{1} \cap A_{2}, B_{1} \cup B_{2}\right)
$$

and

$$
\left(A_{1}, B_{1}\right) \sim\left(A_{2}, B_{2}\right)=\left(A_{1} \cup A_{2}, B_{1} \cap B_{2}\right) .
$$

From the above definitions,

$$
\begin{aligned}
\left(A_{1}, B_{1}\right)\left\{\left(A_{2}, B_{2}\right)\right. & \leftrightarrow A_{1} \supset A_{2} \text { and } B_{1} \subset B_{2} \\
& \leftrightarrow \dot{A}_{1}^{c} \cap A_{2}=0 \text { and } B_{1}^{c} \cup B_{2}=E \\
& \leftrightarrow\left(A_{1}^{c}, B_{1}^{c}\right) \vee\left(A_{2}, B_{2}\right)=(\theta, E),
\end{aligned}
$$

hence,

$$
\begin{equation*}
\left(A_{1}, B_{1}\right)\left\{\left(A_{2}, B_{2}\right) \leftrightarrow\left(A_{1}^{c}, B_{1}^{c}\right) \vee\left(A_{2}, B_{2}\right)=(D, E)\right. \tag{3.2}
\end{equation*}
$$

Furthermore $\left(\mathcal{P}(E)^{2},\{ )\right.$ is a complete lattice.

Let $\mathscr{A}$ denote a subcollection of $\mathcal{P}(E)$, that is, $\mathscr{A} \subset \mathcal{P}(E)$, and $\$_{\mathscr{A}}$ be the subset of $\mathscr{A}^{2}$ given by

$$
\mathscr{S}_{\mathscr{A}}=\left\{x \in \mathscr{A}^{2}: \exists X \in \mathscr{A}:(X, X)\{x\}\right.
$$

or equivalently.

$$
\mathfrak{S}_{\mathscr{A}}=\left\{(A, B) \in A^{2}: A \subset B\right\} .
$$

For $\mathbb{S}_{\mathscr{A}}$ to be non empty, $\mathscr{A}$ must contain at least one pair ( $A, B$ ) such that $A \subset B$ (e.g. ( $D, E$ )).

From (3.1), $\mathscr{S}_{\mathscr{A}}$ is a dual ideal of $\left(\mathscr{A}^{2},\{ )\right.$. that is, if $\mathfrak{y} \in \mathscr{A}^{2}$ and $\mathfrak{x} \in \mathscr{S}_{\mathscr{A}}$ then $\mathfrak{x}\left\{\mathfrak{y}\right.$ implies $\mathfrak{y} \in \mathscr{S}_{\mathscr{A}}$.

Let $\mathfrak{x} \in \mathfrak{S}_{\mathcal{P}(E)}$ and $x_{x}^{\mathscr{A}}$ be the subcollection of Af given by

$$
\begin{equation*}
x_{x}^{\mathscr{A}}=\{x \in \mathscr{A}:(x, x)\{x\} \tag{3.3}
\end{equation*}
$$

or, equivalently. with $x=(A, B)$.

$$
x_{(A, B)}^{\mathscr{A}}=\{X \in \mathscr{A}: A \subset X \subset B\} \text {. }
$$

If $x$ is restricted to be in $\mathbb{S}_{\mathscr{A}}$ then $x_{X}^{\mathscr{A}}$ is simply denoted $x_{x}$ and called closed interval or spindle limited by $\mathfrak{x}$. $\mathfrak{t}$ is the extremity pair of the closed interval. If $z=(A, B), x_{x}$ is simply denoted $[A, B]$ and called the closed interval $[A, B]$.

The sets $A$ and $B$ are in $x_{x}$ (1.e., $x_{x}$ al ways exists) and are, respectively, the smallest and the greatest elements of $x_{x}$. In particular, for any $x \in A$. $x_{(\mathrm{x}, \mathrm{x})}=\{\mathrm{x}\}$.

Let us now introduce one of the most important pieces for the $t . i$ mapping representation. Let $A \subset \mathcal{P}(E)$ and $\mathbb{K}$. be the mapping from $\mathcal{P}(\mathscr{A})$ to $\mathcal{P}\left(\$_{\mathscr{A}}\right)$ defined by

$$
\begin{equation*}
\mathbb{F}_{\varphi}=\left\{x \in \mathbb{N}_{\mathscr{A}}: x_{x} \subset \varepsilon\right\}, \tag{3.4}
\end{equation*}
$$

for any $\mathscr{E} \in \mathcal{P}(\mathscr{A})$ or, equivalently, from (3.3),

$$
\tilde{F}_{\mathscr{C}}=\left\{(\mathrm{A}, \mathrm{~B}) \in \mathscr{S}_{\mathscr{A}}:[\mathrm{AB}] \subset \mathscr{C}\right\}
$$

$\mathcal{F}_{\mathscr{C}}$ is the set of pairs (A, B) such that the closed intervals [A, B] are contained in $\mathscr{C}$ and it verifies:

$$
\begin{equation*}
x \in \mathscr{C} \text { iff }(x, x) \in \bar{\kappa}_{\varphi} \tag{3.5}
\end{equation*}
$$

therefore, if $\mathscr{C}$ is non empty, $\boldsymbol{F}_{\mathscr{C}}$, defined by (3.4), always exists. It verifies also:

$$
\begin{equation*}
\text { if }(A, B) \in \mathcal{F}_{\varphi} \text { then } A, B \in \mathscr{C} \tag{3.6}
\end{equation*}
$$

Let $\mathscr{A} \subset \mathcal{P}(E)$ and $\mathcal{R}_{\text {A }}$ be the mapping from $\mathscr{P}\left(\mathscr{S}_{\mathcal{P}(E)}\right)$ to $\mathcal{P}(\mathscr{A})$ defined by

$$
\begin{equation*}
\mathcal{R}_{\mathbb{E}}^{\mathscr{A}}=U\left\{x_{x}^{\infty / 4}: x \in \mathbb{E}\right\}, \tag{3.7}
\end{equation*}
$$

for any $\mathcal{E} \in \mathcal{P}\left(\oiint_{\mathcal{P}(E)}\right)$.
The restriction of $\mathcal{R}^{\mathscr{A}}$ to $\mathcal{P}\left(\$_{\mathscr{A}}\right)$ is denoted $\mathcal{R}$. Such mapping is useful to study some properties of the mapping $\mathbb{R}_{\text {. }}$.

Let us derive now one of the most important results of this chapter.

PROPERTY 3.1 - Let $\varphi \subset \mathscr{A} \subset \mathcal{P}(E)$ and $\mathcal{F}_{\mathscr{C}}$ be the set defined by (3.4), then the collection $\mathcal{R}_{\text {K, }}$, defined by (3.7. with $\left.\boldsymbol{\sigma}=\boldsymbol{F}_{\varphi}\right)$, is $\mathscr{E}$, that is,

$$
\mathcal{R}_{\boldsymbol{F}_{\varphi}}=\varphi .
$$

PROOF: From (3.4) and (3.7, with $\mathcal{E}=\mathcal{F}_{C}$ ),

$$
\mathcal{R}_{\mathcal{K}_{\varphi}}=U\left\{x_{x}: x \in \mathscr{R}_{\mathscr{C}}\right\}
$$

1. Let $\mathrm{X} \in \mathcal{R}_{\mathcal{F}_{\mathscr{C}}}$ then there exists $\mathbb{X} \in \mathscr{F}_{\mathscr{Y}}$ such that $\mathrm{X} \in \mathcal{X}_{\mathscr{E}}$. From (3.4), for such $x, x_{\underset{x}{ }} \subset \mathcal{E}$, hence $X \in \mathcal{E}$ and, consequently, $\mathcal{R}_{f_{\varphi}} \subset \mathscr{C}$.
2. Let $X \in \mathscr{E}$ then from (3.5), $X=(X, X) \in \mathbb{F}_{\mathscr{C}} ;$ on the other hand, $Y \in X_{(Y, Y)}$ for any $Y \in \mathscr{A}$, therefore, $X \in X_{X}$ with $x \in \mathcal{F}_{\mathscr{C}}$, hence $\mathrm{X} \in \mathrm{U}\left\{\boldsymbol{x}_{y}: \mathfrak{y} \in \boldsymbol{\beta}_{\mathscr{E}}\right\}$ and, consequently, $\mathscr{E} \subset \mathcal{R}_{\dot{E}}$.

The Property 3.1 is, exactly, what is needed $t=$ derive, in the next section, the representation theorem.

This property gives also more insight on the mapping $r$. since it proves that it is injective (see Property 6.3 p. 14 Dugundji, 1966), that is, the set of pairs $\mathscr{F}_{\mathscr{C}}$ caracterizes, uniquely, the collection $\mathcal{E}$. On the other hand, a counter example can be given showing the existence, for a given $\mathbb{A}$, of a subset $\mathbb{E}$ of $\mathbb{S}_{\mathscr{A}}$ such that:

$$
\boldsymbol{x}_{\mathcal{R}_{\underline{E}}} \times \boldsymbol{\mathcal { S }}
$$

Together with Property 3.1 , this proves that the above
mapping $\mathcal{F}_{\text {. }}$ is not surjective.

The counter example can be build in the following way: let $A \in \mathscr{P}(E)$ and $\varepsilon_{A}$ be the collection defined by

$$
\mathcal{E}_{A}=\left\{x \in \mathcal{P}(E): X=A_{x} \text { and } x \in E\right\}
$$

in other words, $\mathscr{E}_{A}$ contains $A$ and is closed under translation. In particular $\varepsilon_{\theta}=\{\varnothing\}$ and $\mathscr{\varepsilon}_{E}=\{E\}$. Let $\mathscr{A}=\varphi_{\varnothing}+\varphi_{A}+\varepsilon_{B}+\varphi_{E}^{1}$ with $A \subset B \subset E$ and $A \neq E$. The set $\mathscr{A}$ is also closed under translation (this is a necessary condition to build ti. mappings which domain is $\mathcal{A}$ ).

Let $c$ be the set $\{(A, E)\}$, from (3.7), $\mathcal{R}_{c}=[A, E]$ and, from (3.4),
$\mathscr{K}_{[A, E]}=\left\{(A, X) \in \mathbb{S}_{\mathscr{A}}: X \in \mathcal{E}_{B}\right\}+\{(B, B),(B, E),(E, E)\}$ which contains, in the proper sense, $\{(A, E)\}$, that is, ©. In other words, in this example

$$
\tilde{S}_{\mathcal{R}_{\mathcal{S}}} \neq \mathbb{C} .
$$

PROPERTY 3.2 - Let $\varepsilon_{1}$ and $\varphi_{2} \subset \mathscr{A} \subset \mathcal{P}(E)$ and $\mathcal{F}$. be the mapping defined by (3.4), then

$$
\begin{equation*}
\tilde{F}_{\mathscr{C}_{1}} \cap \tilde{F}_{\mathscr{C}_{2}}=\tilde{F}_{\mathscr{C}_{1}} \cap \mathscr{E}_{2} \tag{0}
\end{equation*}
$$

PROOF: From (3.4),

$$
x \in \mathscr{F}_{\varphi_{1}} \cap \tilde{F}_{\varphi_{2}} \leftrightarrow x_{x} \subset \mathscr{C}_{1} \text { and } x_{x} \subset \mathscr{\varepsilon}_{2}
$$

[^1]\[

$$
\begin{align*}
& \leftrightarrow x_{x} \subset \varepsilon_{1} \cap \varepsilon_{2} . \\
& \leftrightarrow \in \in \mathscr{F}_{\varphi_{1}} \cap \varphi_{2} . \tag{ㅁ}
\end{align*}
$$
\]

irom (3.4) ,

The above property shows that $\mathcal{K}$. is a meet-morphism. Actually, $\{$ is not a join-morphism since, usually, just the following holds:

$$
\tilde{\mathscr{F}}_{\mathscr{C}_{1}} \cup \tilde{\mathscr{F}}_{\mathscr{C}_{2}} \subset \bar{\Gamma}_{\mathscr{C}_{1}} \cup \mathscr{C}_{2}
$$

From now on, the set $E$ is the Abelian group of Chapter 2.

Let $\mathscr{A} \mathscr{P}(E)$ be closed under translation and $\Phi_{\& 4}$ be the set of $t .1$. mappings from $\mathscr{A}$ to $\mathcal{P}(E)$ (see Chapter己).

In order to derive a representation for $\psi$, a mapping $\mathbb{F}(\cdot)$ is now defined as the composition of $\mathbb{K}(\cdot)$ and r., defined, respectively, by (2.4) and (3.4), that is,

$$
\left.\mathfrak{s}(\cdot)=K_{0} . \circ K_{( } \cdot\right) .
$$

In other words, $\mathcal{F}(\cdot)$ is the mapping from $\Phi A_{A}$ to $\mathcal{P}\left(\mathscr{S}_{\mathscr{A}}\right)$ derined by

$$
\begin{equation*}
\mathscr{X}(\psi)=\boldsymbol{F}_{\mathcal{K}(\psi)}, \tag{3.8}
\end{equation*}
$$

for any $\psi \in \Phi_{\mathscr{A}}$ or, equivalently,

$$
\mathscr{H}(\psi)=\left\{x \in \mathcal{S}_{\mathscr{A}}: X_{\mathcal{X}} \subset \mathscr{K}(\psi)\right\}
$$

or, from (3.3),

$$
\mathfrak{H}(\psi)=\left\{x \in \oiint_{\mathscr{d}}:(X, X)\{x \rightarrow X \in \mathscr{X}(\psi) \quad(X \in \mathscr{A})\} .\right.
$$

Some of the properties of the previous section can now be applied to the case of $t$.i. mappings.

PROPERTY 3.3 - Let $A \subset \mathcal{P}(E)$ be closed under translation. $\psi$ be a t.i. mapping from $A$ to $\mathscr{A}(E)$ and let $K(\psi)$ and $\mathbb{K}(\psi)$ be the sets defined, respectively, by (2.4) and (3.8) and $R$. be the mapping defined by (3.8), then

$$
K(\psi)=R \operatorname{Ki}(\psi)
$$

PROOF: By Property 3.1 (with $\mathcal{E}=\mathscr{K}(\psi)$ ),

$$
\begin{aligned}
\mathscr{K}(\psi) & =\mathcal{R}_{\mathscr{K}(\psi)} \\
& =R_{\mathcal{K}(\psi)}
\end{aligned}
$$

from (3.8),

It has been seen in Chapter 2 that the infimum of two $t . i$. mappings is also a t.i. mapping. The following property about $\mathfrak{f}(\cdot)$ will be used in Chapter 6.

PROPERTY 3.4 ( $\mathbb{K}(\cdot)$ is a meet-morphism) - Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, $\psi_{1}$ and $\psi_{2}$ be two i. i. mappings from st to $P(E)$ and let $S(\cdot)$ be the mapping defined by (3.8), then

$$
\boldsymbol{K}\left(\psi_{i} \Pi \psi_{2}\right)=\mathcal{K}\left(\psi_{i}\right) \cap \mathcal{K}\left(\psi_{2}\right)
$$

PROOF: This is a consequence of Lemma 2.5 and Property 3. 2 , with $\varepsilon_{1}=K\left(\psi_{1}\right)$ and $\varepsilon_{2}=K\left(\psi_{2}\right)$.

A new elementary t.i. mapping is now introduced which plays, because of its kernel property, a fundamental role in the $t . i$. mapping representation.

For any pair $x=(A, B)$ in $\mathbb{S}_{\mathscr{A}}$ and $x \in E$, let ${ }^{H} x$ denote the pait ( $A_{x}, B_{x}$ ). If $A$ is closed under transiation inen ${\underset{x}{x}}^{\in} \boldsymbol{S}_{\mathscr{A}}$ Let $x \in \boldsymbol{S}_{\mathcal{P}(E)}$ and 0 d be the mapping from or to $\mathcal{P}(E)$ defined by

$$
\begin{equation*}
x \circ x=\left\{x \in E:(X, x)\left\{f_{x}\right\}\right. \tag{3.9}
\end{equation*}
$$

for any $X \in \mathscr{A}$. Writing $\mathscr{E}=(A, B)$, an equivalent expression is:

$$
X \circ(A, B)=\left\{x \in E: A_{x} \subset X \subset B_{x}\right\} \quad(X \in \mathscr{A})
$$

PROPERTY 3.5 -Let $A \subset \mathcal{P}(E)$ be closed under translation, $x \in \mathfrak{S}_{\mathcal{P}(E)}$ and $x_{\mathfrak{X}}^{\text {Af }}$ be the collection defined by (3.3). The mapping - ox from at to $\mathcal{P}(E)$, defined by (3.9), is ti. and its kernel, defined by (2.4), is:

$$
\begin{equation*}
\mathcal{K}(\cdot \otimes x)=x_{x}^{x /} \tag{口}
\end{equation*}
$$

PROCF: For any $x \in S_{\mathcal{P}(E)}, \mathscr{A} \subset \mathcal{P}(E)$ and $X \in \mathscr{A}$,

$$
x \circ x=\left\{x \in E:(x, x)\left\{x_{x}\right\}\right.
$$

from (2.1),
$=\left\{x \in E:\left(X_{-x}, x_{-x}\right)\{x\}\right.$.
from (3.3),
$=\left\{x \in E: x_{-x} \in x_{x}^{x}\right\}$.
from (z.己), $\quad\left\{x \in E: x \in\left(x_{x}^{* / f}\right), \quad\right.$.
Therefore by identifying with expression (2.5), $\varepsilon=x_{x}^{24}$, and, by applying Property 2.3, • © is ti. and its kernel is:

$$
\begin{equation*}
x(\cdot \Delta x)=x_{x}^{4} \tag{ㅁ}
\end{equation*}
$$

Writing $x=(A, B)$, an equivalent expression for the kernel of - 0 x is :

$$
\mathcal{X}(\cdot O(A, B))=\{X \in A: A \subset X \subset B\}=A B .
$$

On the other hand, for any $\mathfrak{x} \in \oint_{\mathcal{P}(E)}$, from (3.8),

$$
\begin{aligned}
\mathbb{N}(\cdot \mathcal{x}) & =\left\{\mathfrak{y} \in \mathfrak{S}_{\mathscr{A}}:(x, x)\{\mathfrak{y} \rightarrow(x, x)\{x \quad(x \in \mathscr{A})\}\right. \\
& =\left\{\mathfrak{y} \in \mathfrak{g}_{\mathscr{A}}: \mathfrak{y}\{x\} .\right.
\end{aligned}
$$

Figure 3.1 shows one particular element of the kernel of - (A, B) for two given subsets A and B of E.


Fig. 3.1 - Example of a subset $X$ belonging to the kernel of - (A, B). $X$ must contain $A$ and miss $B^{\text {c }}$.

THEOREM 3.1 (Representation theorem) - Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, 0 be the mapping from $A$ to $\mathcal{P}(E)$, defined by (3.9), $\psi$ be a t.i. mapping from $\&$ to $\mathcal{P}(E)$ and $f(\psi)$ be the set defined by (3.8), then

$$
\begin{equation*}
\psi=U\{0 x: x \in \pi(\psi)\} \tag{व}
\end{equation*}
$$

PROOF: By Property 3.3 and from (3.7, with $\mathcal{E}=\boldsymbol{\xi}(\psi)$ ),

$$
\mathcal{X}(\psi)=U\left\{x_{x}: x \in \mathbb{K}(\psi)\right\}
$$

by Froperty 3.5,

$$
=U\{\mathscr{K}(\cdot \bullet \underset{ }{ }): \underset{x}{ } \in \mathfrak{F}(\psi)\},
$$

by Lemma 2.5,

$$
w=U\{0 x: x \in \mathcal{F}(\psi)\}
$$

This result is important because it shows that the mapping - is a prototype of any t.i. mapping. In other words, any t.i. mapping can be seen as the supremum of a family of elementary mappings - 0 .

## 3.2-REPRESENTATION BY AN INFIMUM

For the moment, let $E$ be any non empty set.
Let $\mathscr{A} \subset \mathcal{P}(E), \mathfrak{x} \in \mathscr{S}_{\mathcal{P}(E)}$ and $\mathscr{Y}_{\mathcal{X}}^{\sqrt{4}}$ be the collection of all X in $A$ such that $(X, X) \vee \mathbb{x} \times i$, that is,

$$
\begin{equation*}
\mathscr{Y}_{\mathfrak{x}}^{\mathscr{A}}=\{x \in \mathscr{A}: \quad(\mathrm{X}, \mathrm{X}) \vee \mathfrak{x} \neq \mathfrak{i}\}, \tag{3.10}
\end{equation*}
$$

where $\mathfrak{i}$ stands for the pair ( $\varnothing, E$ ). If $x$ is restricted to be in $\oiint_{\text {a }}$ then $\mathscr{Y}_{x}$ is simply denoted $\mathscr{Y}_{\mathfrak{x}}$.

PROPERTY $3.6-\operatorname{Let} \subset \mathcal{P}(E), \mathcal{E} \in \mathbb{S}_{\mathcal{P}(E)}$ and $X_{x}^{d 4}$ and $Y_{x}^{d}$ be the collections defined, respectively, by (3.3) and (3.10). then, for any $\mathrm{x} \in \mathcal{A}$.

$$
x \in x_{i}^{\mathscr{A}} \Leftrightarrow x^{c} \notin y_{x}^{\mathscr{4}}
$$

or, equivalently.

$$
\begin{equation*}
x^{c} \in x_{x}^{4 *} \leftrightarrow x \in \mathscr{y}_{x}^{4} \tag{0}
\end{equation*}
$$

PROOF: For any $X \in \mathscr{A}$.
from (3.3),

$$
\begin{aligned}
& x \in x_{x}^{x} \leftrightarrow(x, x)\{x, \\
& \leftrightarrow\left(X^{c}, X^{c}\right) \vee x=\mathfrak{i}
\end{aligned}
$$

from (3.2),
from (3.10).
$\Leftrightarrow X^{c} \notin \mathcal{Y}_{\mathscr{E}^{\prime}}{ }^{*}$
or, equivalent ry,
from (3.3).
$x^{c} \notin x_{\chi^{*}}^{\mathscr{A}^{*}} \leftrightarrow\left(x^{c}, x^{c}\right) \notin x$,
from (3.2),
$\leftrightarrow(X, X) \vee \underset{X}{ } \mathbf{i}$,
from (3.10).
$\Leftrightarrow \mathfrak{x} \in \mathfrak{y}_{\mathfrak{x}}^{\mathscr{A}}$.
-

From now on, the set $E$ is the Abelian group of Chapter 2.

Let $\mathcal{A} \mathcal{X}(E)$ be closed under translation. A new elementary $t .1$. mapping is now introduced.

Let $x \in \Im_{\mathcal{P}(E)}$ and let $\cdot x$ be the mapping from $\mathscr{A}$ to $\mathcal{P}(E)$ defined by

$$
\begin{equation*}
x \otimes x=\left\{x \in E:(x, x) \vee \varepsilon_{x}^{x i}\right\} \tag{3.11}
\end{equation*}
$$

for any $X \in \mathscr{A}$. Writing $\mathbb{X}=(A, B)$, an equivalent expression for (3.10) is:
$x \otimes(A, B)=\left\{x \in E: x \cap A_{x} \neq \varnothing\right.$ or $\left.x \cup B_{x} \neq E\right\} \quad(X \in \mathscr{A})$.

PROPERTY 3.7 -Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, $x$ be in $\mathfrak{S}_{\mathcal{P}(E)}$ and $\mathscr{Y}_{\mathscr{x}}^{\text {b/ }}$ be the collection defined by (3.10). The mapping - $x$ from $A$ to $\mathcal{P}(E)$, defined by (3.11), is ti. and its kernel, defined by (2.4), is:

$$
x(\cdot \Delta x)=y_{x}^{\infty}
$$

PROOF: For any $\mathbb{A} \in \mathscr{S}_{\mathcal{P}(E)}, \mathscr{A} \subset \mathcal{P}(E)$ and $X \in \mathscr{A}$,

$$
x \bullet x=\left\{x \in E:(x, x) \vee \mathbb{E}_{x} \neq \mathfrak{i}\right\},
$$

from (2.1), $=\left\{x \in E:\left(x_{-x}, x_{-x}\right) \vee x \neq i\right\}$,
from (3.10). $=\left\{x \in E: x_{-x} \in y_{x}^{x x}\right\}$,
from (2.2), $\quad=\left\{x \in E: x \in\left(y^{*}\right) x\right\}$.
Therefore, by identifying with expression (2.5), $\varepsilon=y^{4}$, and, by applying Property 2.3. • is t.1. and its kernel is:

$$
\mathscr{K}(\cdot \otimes x)=\mathscr{Y}_{x}^{\infty}
$$

ㅁ

Writing $x=(A, B)$, an equivalent expression for the kernel of 1 is:

$$
\mathcal{K}(\cdot(A, B))=\{X \in A: X \cap A \neq \varnothing \text { or } X \cup B \neq E\} .
$$

On the other hand, for any $\mathfrak{x} \in \mathbb{S}_{\mathcal{P}(E)}$, from (3.8),
$\mathfrak{F}(\cdot \circ x)=\left\{\mathfrak{y} \in \mathbb{S}_{\mathscr{A}}(x, x)\{y \rightarrow(x, x) \vee \mathfrak{x} \neq \mathfrak{i}(x \in \mathscr{A})\}\right.$

$$
=\left\{\mathfrak{y} \in \mathfrak{S}_{\mathscr{x}}: \mathfrak{y} \vee \mathfrak{x} \neq \mathfrak{i}\right\} .
$$

Figure 3.2 shows two particular elements of the kernel of - (A, B) for two given subsets $A$ and $B$ of $E$.

Let $\mathfrak{x} \in \mathbb{N}_{\mathcal{P}(E)}$ and $\mathscr{A} \subset \mathcal{P}(E)$ be closed under t.ranslation. By Properties 3.5 and 3.7, the kernels of - $O$ and - from, respectively, $A$ and $\mathscr{A}^{*}$ to $\mathcal{P}(E)$ are $x_{x}^{\mathscr{A}}$ and $\mathscr{Y}_{x}^{\mathscr{A}^{*}}$. Therefore, by Properties 2.4. and 3.6. $O x$ and - $\triangle x$ are dual mappings. Making $\not A^{A}=\mathcal{P}(E)$, this leads to the formula:

$$
\begin{equation*}
(X \otimes x)^{c}=X^{c} \circ x \quad(X \in \mathcal{P}(E)) \tag{3.12}
\end{equation*}
$$


(a)

(b)

Fig. 3.2 - Example of two subsets $X$ belonging to the kernel of $-(A, B) . X$ must hit $A(a)$ or not contain $B^{c}(b)$.

Let $\mathscr{A} \subset \mathcal{P}(E)$ and let $y^{\infty A}$, be the mapping from $\mathcal{P}\left(\oiint_{\mathcal{P}(E)}\right)$ to $\mathcal{P}(\mathscr{A})$ defined by

$$
\begin{equation*}
\mathscr{\mathscr { s }}_{\mathbb{N}}^{\mathscr{A}}=\cap\left\{\mathscr{Y}_{\mathfrak{E}}^{\mathscr{A}}: \mathfrak{x} \in \mathbb{E}\right\}, \tag{3.13}
\end{equation*}
$$

for any $\mathbb{E} \in \mathcal{P}\left(\mathscr{S}_{\mathcal{P}(E)}\right)$. The restriction of $\mathscr{P}^{\mathscr{A}}$. to $\mathcal{P}\left(\mathscr{S}_{\mathscr{A}}\right)$ is dencted $\varphi_{\text {. }}$.

PROPERTY 3.8-Let $\notin \mathcal{P}(E)$ be closed under translation, $\psi$ be a t.i. mapping from $A$ to $\mathcal{P}(E), \psi$ be its dual, $\mathscr{X}(\psi)$ and
$\mathfrak{F}\left(\psi^{*}\right)$ be the sets defined, respoectively by (2.4) and (3.8) and $y^{4}$. be the mapping defined by (3.13) then

$$
\mathcal{K}(\psi)=\mathscr{J}_{\tilde{\pi}\left(\psi^{*}\right)}^{* 4}
$$

PROOF: Let $\mathbb{E}=\mathfrak{F}\left(\psi^{*}\right)$, for any $X \in \mathscr{A}$, by Property 2.4,

$$
X \in \mathscr{X}(\psi) \leftrightarrow X^{c} \propto \mathcal{X}\left(\psi^{*}\right),
$$

by Property 3.3,
$\Leftrightarrow X^{c} \in \mathcal{R}_{\mathbb{E}}$.
because $\mathcal{E} \in \mathcal{P}\left(\mathbb{S}_{\mathscr{A}}{ }^{*}\right), \quad \leftrightarrow \mathrm{X}^{c} \in \mathcal{R}_{\mathbb{E}}^{\mathscr{E}^{* *}}$,
from (3.7),
$\leftrightarrow x^{c} \in x_{z}^{\mathscr{A}^{* \prime}}$ for any $x \in \mathbb{E}$,
by Property 3.7.
$\leftrightarrow X \in \mathcal{Y}_{\mathcal{X}}^{\mathscr{d}}$ for any $x \in \mathbb{E}$,
from (3.13), $\quad \leftrightarrow X \in \mathscr{\varphi}_{\boldsymbol{c}}$.

It can be observed that $\mathbb{F}(\cdot)$, in Property 3.8, is a mapping from $\Phi_{\mathscr{A}^{*}}$ to $\mathcal{P}\left(\mathscr{S}_{\mathscr{A}}{ }^{*}\right)$ and if $\mathscr{A}=\mathscr{A}^{*}$ then $\mathcal{F}\left(\psi^{*}\right) \in \mathcal{P}\left(\$_{\mathscr{A}}\right)$, and $\mathcal{K}(\psi)=\mathscr{\varphi}_{\mathcal{F}\left(\psi^{*}\right)}$.

THEOREM 3.2 (Dual representation theorem) - Let $\mathscr{A} \subset \mathcal{P}(E)$ be
 $\mathcal{P}(E)$, defined by (3.11), $\psi$ be a t.i. mapping from to $\mathcal{P}(E)$ and $\operatorname{SN}^{\left(\psi^{*}\right)}$ ) be the set defined by (3.8), where $\psi^{*}$ is the dual mapping of $\psi$, then

$$
\begin{equation*}
\psi=\Pi\left\{0 \quad 0 x: x \in \mathcal{F}\left(\psi^{\prime \prime}\right)\right\} \tag{व}
\end{equation*}
$$

PROOF: By Property 3.8 and from (3.13, with $\mathbb{E}=\mathcal{F}\left(\psi^{*}\right)$ ),

$$
\mathcal{K}(\psi)=\cap\left\{Y_{\mathcal{X}}^{*}: x \in \operatorname{R}\left(\psi^{*}\right)\right\}
$$

by Property 3.7,

$$
=\cap\left\{\mathscr{X}(\cdot \otimes x): x \in \mathscr{F}\left(\psi^{*}\right)\right\} .
$$

by Lemma 2.5.

$$
\psi=\Pi\left\{\cdot \propto x: x \in \mathfrak{F}\left(\psi^{*}\right)\right\} .
$$

This result is important because it gives an alternative way to represent $\psi$. To represent $\psi$ one form or the other is chosen, depending on which of the set $\boldsymbol{f}(\psi)$ or $\mathfrak{F}\left(\psi^{*}\right)$ is simpler.

The sets $X \otimes x$ and $X \otimes x$ appearing in the representation of a t.1. mapping in Theorems 3.1 and 3.2 can be written, as it can be seen below, respectively, in terms of intersection (this is the reason for using the symbol (0) of erosions, and of union (this is the reason for using the symbol ©) of dilutions.

Let $A, B \in \mathcal{P}(E)$ and let $X \circ(A, B)$ and $X$ © (A, B) be the two sets given by, respectively, (3.9, with $x=(A, B)$ ) and (3.11, with $X=(A, B)$ ), then

$$
\begin{array}{ll}
X \odot(A, B)=(X \oplus \check{A}) \cap\left(X^{c} \oplus \check{B}^{c}\right) & (X \in \mathscr{A}) \\
X \ominus(A, B)=(X \oplus \check{A}) \cup\left(X^{c} \oplus \check{B}^{c}\right) & (X \in \mathscr{A}) . \tag{3.15}
\end{array}
$$

This can be proved in the following way:
from (3.9),

$$
\begin{aligned}
X \circ(A, B) & =\left\{x \in E: A_{x} \subset X \text { and } X \subset B_{x}\right\} \\
& =\left\{x \in E: A_{x} \subset X \text { and } B_{x}^{c} \subset X^{c}\right\} \\
& =\left\{x \in E: A_{x} \subset X\right\} \cap\left\{x \in E: B_{x}^{c} \subset X^{c}\right\}
\end{aligned}
$$

from (2.8),

$$
=(X \in \check{A}) \cap\left(X^{c} \oplus \check{B}^{c}\right) .
$$

From (3.12),

$$
\begin{aligned}
X \otimes(A, B) & =\left(X^{c} \odot(A, B)\right)^{c} \\
& =\left(\left(X^{c} \ominus \check{A}\right) \cap\left(X \otimes \check{B}^{c}\right)\right)^{c}
\end{aligned}
$$

by Morgan's law and duality,

$$
=(X \oplus \check{A}) \cup\left(X^{c} \oplus \check{B}^{c}\right) .
$$

In terms of the Hit.-Miss transform of $X$, from
(2.9) and (3.9).

$$
X \circ(A, B)=X \otimes\left(A, B^{C}\right) \quad(X \in \mathscr{A})
$$

## CHAPTER 4

## INCREASING, DECREASING AND INF-SEPARABLE TRANSLATI ON INVARIANT MAPPINGS

In this chapter $E$ is the Abelian group of Chapter 2.

The objective of this chapter is to study the special cases of increasing, decreasing and inf-separable t.i. mappings and to show in the former case that the representation theorem, given by Matheron (1975). is a spectal case of Theorem 3.1. A mapping $\psi$ from $\mathscr{A} \mathcal{P}(E)$ to $\mathcal{P}(E)$ is said to be increasing iff
for any $X$ and $Z \in \mathscr{A}, X \subset Z$ implies $\psi(X) \subset \psi(Z)$,
decreasing iff
for any $Y$ and $Z \in \notin Z \in Y$ implies $\psi(Y) \subset \psi(Z)$
and inf-separable or spindle-shaped ${ }^{1}$ iff
for any $X, Y$ and $Z \in \mathscr{A}$,
$X \subset Z \subset Y$ implies $\psi(X) \cap \psi(Y) \subset \psi(Z)$.

From these definitions, any increasing and decreasing mappings are inf-separable mappings:
$X \subset Z \subset Y$ implies $\psi(X) \cap \psi(Y)=\psi(X) \subset \psi(Z)$
if $\psi 1$ is increasing.
$X \subset Z \subset Y$ implies $\psi(X) \cap \psi(Y)=\psi(Y) \subset \psi(Z)$
if $\psi$ is decreasing. But the contrary is false.

[^2]PROPERTY 4.1 - Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, $\psi$ be a t.i. mapping from $\notin \mathcal{P}(E)$ and $\mathcal{K}(\psi)$ be its kernel, defined by (2.4), then

1. $\psi$ is increasing iff $\mathcal{K}(\psi)$ is a dual ideal of ( $A$, C) (i.e., if $X \in \mathscr{K}(\psi)$ and $Z \in \mathscr{A}$, then $X \subset Z$ implies that $z \in \mathcal{K}(\psi)$;
2. $\psi$ is decreasing iff $\mathscr{K}(\psi)$ is an ideal of $(\mathbb{A}$, C) (i.e., if $Y \in \mathscr{K}(\psi)$ and $Z \in \mathscr{A}$, then $Z \subset Y$ implies that $Z \in \mathscr{K}(\psi)$ ):
3. $\psi$ is inf-separable iff $X(\psi)$ is such that if X and $Y \in X(\psi)$ and $Z \in \mathscr{A}$, then $X \subset Z \subset Y$ implies that $Z \in \mathscr{X}(\psi)$. -

PROOF: $X$ and $Y \in \mathcal{K}(\psi)$ implies, from (2.4), that $o \in \psi(X)$ and $\psi(Y)$. Therefore, for any of the three types of t.i. mapping $o \in \psi(Z)$, i.e., from ( 2.4$), Z \in \mathcal{K}(\psi)$. Conversely.

1. Let $X \in Z$ and $x \in \psi(X)$. By Property 2.1 $X \in(\mathscr{X}(\psi))_{x}$ and under the dual ideal assumption on $\mathcal{K}(\psi), Z \in(\mathscr{K}(\psi))_{x}$, that is. by Property 2.1. $x \in \psi(Z)$.
2. Let $Z \subset Y$ and $x \in \psi(Y)$. By Property $2.1 Y \in(\mathscr{K}(\psi))_{X}$ and under the 1 deal assumption on $\mathcal{K}(\psi), Z \in(\mathscr{K}(\psi))_{x}$, that is, by Property 2.1. $x \in \psi(Z)$.
3. Let $X \subset Z \subset Y$ and $X \in \psi(X) \cap \psi(Y)$. By Property 2.1 $X$ and $Y \in(\mathscr{K}(\psi))_{x}$ and under the assumption on $\mathscr{K}(\psi), Z \in(X(\psi))_{X}$. that is, by Property 2.1, $x \in \psi(Z)$.

The kernels of increasing or decreasing mappings satisfy the property of the kernels of inf-separable mappings.

PROPERTY 4.2 - Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation, $\psi$
be a t.i. mapping from $A$ to $\mathcal{P}(E)$ and let $\mathcal{K}(\psi)$ and $\mathbb{X}(\psi)$ be the sets defined, respectively, by (2.4) and (3.8). If $X$ and $Y \in \mathscr{X}(\psi)$, and $Z \in \mathscr{A}$, then

1. $X \subset Y$ implies $(X, Y) \in \mathscr{F}(\psi)$ iff $\psi$ is inf-separable,
2. $X \subset Z$ implies $(X, Z) \in \mathbb{K}(\psi)$ iff $\psi$ is increasing,
3. $Z \subset Y$ implies $(Z, Y) \in \mathbb{X}(\psi)$ iff $\psi$ is decreasing.

PROOF: From (3.3), the statement $X \subset Z \subset Y$ implies that $Z \in \mathcal{K}(\psi)$ is equivalent to $[X, Y] \subset \mathcal{X}(\psi)$. Therefore, by Property 4.1, part 3 , if any $X$ and $Y \in \mathscr{X}(\psi), X \subset Y$, then $[X, Y] \subset \mathcal{K}(\psi)$ iff $\psi$ is inf-separable. Consequently, the statement $Z \in \mathcal{K}(\psi),(X \subset 2), 1 s$ equivalent to $[X, Z] \subset \mathcal{X}(\psi)$ and the statement $Z \in \mathscr{X}(\psi),(Z \subset Y)$, is equivalent to $[2, Y]<\mathscr{K}(\psi)$. Therefore, the result, part 2 and 3 , follows by Property 4.1, part 1 and 2.

PROPERTY 4.3-Let $4 \subset \mathcal{P}(E)$ be closed uruder translation, $\psi$ be a t.i. mapping from $\alpha$ to $\mathscr{P}(E)$ and $\mathcal{K}(\psi)$ and $\mathcal{F}(\psi)$ be the sets defined. respectively. by (2.4) and (3.8), then

1. $\mathbb{K}(\psi)=(\mathscr{K}(\psi) \times \oiint) \cap \mathbb{S}_{4}$ iff $\psi$ is increasing,
2. $\mathscr{X}(\psi)=(\mathscr{A} \times \mathscr{X}(\psi)) \cap \$_{\mathscr{A}}$ iff $\psi$ is decreasing,
3. $\mathcal{F}(\psi)=(\mathscr{K}(\psi) \times \mathscr{K}(\psi)) \cap_{\mathcal{A}}$ iff $\psi$ is inf-separable.

PROOF: If $(A, B) \in \mathbb{K}(\psi)$. from (3.6. with $\mathcal{E}=\mathbb{K}(\psi)$ ) A and $B \in \mathscr{K}(\psi)$, that is, $\mathscr{K}(\psi) \subset(\mathscr{K}(\psi) \times \mathscr{K}(\psi)) \mathcal{N}_{\mathscr{A}}$ Conversely, by Proposition 4.2,

1. with $X=A$ and $Z=B,(A, B) \in\left(X(\psi) \times \notin \mathbb{S}_{\mathscr{A}}\right.$ implies that $(A, B) \in \mathscr{K}(\psi)$ iff $\psi$ is increasing,
2. With $Z=A$ and $Y=B,(A, B) \in(\mathscr{A} \times \mathscr{K}(\psi)) \cap \oiint_{\mathscr{A}}$ implies that $(A, B) \in \mathscr{F}(\psi)$ iff $\psi$ is decreasing.
3. with $X=A$ and $Y=B, \quad(A, B) \in(X(\psi) \times \mathscr{K}(\psi)) \cap \mathbb{S}_{\mathscr{A}}$ implies that $(A, B) \in \mathfrak{F}(\psi)$ iff $\psi$ is inf-separable.

Let $\psi$ be any t.i. mapping from $A$ to $\mathcal{P}(E)$, $\mathcal{F}(\psi)$ be the set defined by $(3.8)$ and $\mathscr{K}^{A}(\psi)$ and $\mathscr{K}_{B}(\psi)$ be the collections defined by

$$
\begin{equation*}
\mathscr{X}^{A}(\psi)=\{X \in \mathscr{A}:(A, X) \in \mathscr{K}(\psi)\} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{X}_{B}(\psi)=\{X \in \mathscr{A}:(X, B) \in \mathscr{F}(\psi)\} \tag{4.2}
\end{equation*}
$$

for any A and $\mathrm{B} \in \mathscr{K}(\psi)$. From (3.6), if $(\mathrm{A}, \mathrm{B}) \in \mathscr{F}(\psi)$ then A and $B \in \mathscr{K}(\psi)$, the kernel of $\psi$ defined by (2.4). Therefore, by using $\mathscr{K}^{A}(\psi)$, the proposed representation for $\psi$ becomes, by Theorem 3.1 and from (3.14),

$$
\begin{align*}
& \psi(X)= U\left\{U\left\{(X \ominus \check{A}) \cap\left(X^{c} \ominus \check{B}^{c}\right): B \in \mathcal{K}^{A}(\psi)\right\}: A \in \mathscr{X}(\psi)\right\} \\
&= U\left\{(X \ominus \check{A}) \cap U\left\{X^{c} \ominus \check{B}^{c}: B \in \mathscr{K}^{A}(\psi)\right\}: A \in \mathscr{K}(\psi)\right\} \\
&(X \in \mathscr{A}) \tag{4.3}
\end{align*}
$$

Comparing with Matheron's representation, the proposed representation for general t.i. mappings contains the extra term:

$$
U\left\{X^{c} \Theta \check{B}^{c}: B \in \mathcal{X}^{A}(\psi)\right\}
$$

which plays the role of a "correction term". Similarly, by using $\mathscr{F}_{B}(\psi)$,

$$
\begin{align*}
& \psi(X)=U\left\{\left(X^{c} \otimes \check{B}^{c}\right) \cap U\left\{X \ominus \check{A}: A \in \mathscr{X}_{B}(\psi)\right\}:\right.B \in \mathscr{X}(\psi)\} \\
&(X \in \mathscr{A}) . \tag{4.4}
\end{align*}
$$

THEOREM 4.1 - Let $A \subset \mathcal{P}(E)$ be closed under translation, - $\Theta \check{A}$ be the erosion by $A$ from $\mathscr{A}$ to $\mathcal{P}(E)$. defined by (2.8), $\psi$ be a $t$. i. mapping from $A \operatorname{P}(\mathrm{E})$ and $\mathcal{K}(\psi)$ be its kernel, defined by (2.4), then
$1 . \psi=U\{\cdot \theta \check{A}: A \in \mathcal{K}(\psi)\}$ if $\psi$ is increasing.
2. $\psi=U\left\{0^{c} \ominus \check{\mathrm{~B}}^{c}: \mathrm{B} \in \mathscr{K}(\psi)\right\}$ if $\psi$ is decreasing,
3. $\psi=U\left\{(\cdot \Theta\right.$ Ar $\left.) \cap\left(\cdot^{c} \Theta \check{B}^{c}\right): A, B \in \mathscr{K}(\psi)\right\} \quad$ if $\quad \psi \quad$ is inf-separable.

PROOF: By Theorem 3.1 any t.i. mapping can be represented as in (4.3) and (4.4). Hence, for increasing (respectively, decreasing) ti. mappings the result follows from (4.3) (respectively, from (4.4)) if it can be proved that, for any $X \in \mathscr{A}$ and $A \in \mathscr{K}(\psi)$,

$$
(X \ominus \check{A}) \subset U\left\{X^{c} \ominus \check{B}^{c}: B \in \mathscr{K}^{A}(\psi)\right\}
$$

(respectively, for any $\mathrm{X} \in \mathscr{A}$ and $\mathrm{B} \in \mathscr{K}(\psi)$.

$$
\left.\left(X^{c} \ominus \check{B}^{c}\right) \subset U\left\{X \ominus \check{A}: A \in \mathscr{X}_{B}(\psi)\right\}\right)
$$

1. The increasing case: let $x \in X \in \mathscr{A}$ or, equivalently, $A_{X} \subset X$ and let $Y=X_{-x}$ then $A \subset Y$ since $A \subset X_{-x}$. By Property 4.2, (A, Y) $\in \mathcal{F}(\psi)$ and, from (4.1), $Y \in X^{A}(\psi)$, but $Y=X_{-x}$ implies that $X \in X^{c} \Theta \check{Y}^{c}$, therefore.
$x \in U\left\{X^{c} \otimes \check{B}^{c}: B \in \mathscr{K}^{A}(\psi)\right\}$.
2. The decreasing case: let $x \in X^{c} \Theta \check{B}^{c}$ or, equivalently, $X \subset B_{X}$. and let $Y=X_{-x}$ then $Y \subset B$ since $X_{-x} \subset B$. By Property 4.2, $(Y, B) \in \mathscr{F}(\psi)$ and, from (4.2), $Y \in \mathscr{K}_{B}(\psi)$, but $Y=X_{-x}$ implies that $x \in X \ominus \check{Y}$. therefore. $x \in U\left\{X \ominus \check{A}: A \in X_{B}(\psi)\right\}$.

For inf-separable t.i. mappings the result follows from (3.14) and by Theorem 3.1 and Property 4.3 since, for any $X \in \mathscr{A}$ and for any ( $A, B$ ) belonging to $\mathscr{K}(\psi) \times \mathscr{K}(\psi)$ but not to $\mathscr{S}_{A^{\prime}}(X \ominus \check{A}) \cap\left(X^{c} \ominus \breve{B}^{c}\right)=\varnothing$.

The above representation for an increasing mapping in Theorem 4.1 is, exactly, Matheron's representation.

THEOREM 4.2 - Lel $\mathscr{A} \subset \mathscr{P}(E)$ be closed under translation. if $\psi$ is an inf-separable mapping from $A$ to $\mathcal{P}(E)$ then there exist two mappings $\psi_{1}$ and $\psi_{2}$ from $A$ to $\mathcal{P}(E)$, respectively increasing and decreasing, such that $\psi=\psi_{1} \cap \psi_{2}$. Conversely, if $\psi_{1}$ and $\psi_{2}$ are mappings from $A$ to $\mathcal{P}(E)$, respectively increasing and decreasing, then the mapping $\psi=\psi_{1} \Pi \psi_{2}$ is an inf-separable mapping from sio $\mathcal{P}(\mathrm{E})$. a

PROOF: 1. Let $\mathcal{K}(\psi)$ be the kernel of $\psi$ defined by (2.8). Let

$$
\mathscr{K}_{1}=\{X \in \mathscr{A}: \exists A \in \mathscr{X}(\psi): A \subset X\}
$$

and

$$
\mathscr{K}_{2}=\{Y \in \mathscr{A}: \exists B \in \mathscr{K}(\psi): Y \subset B\} .
$$

For any $X \in \mathcal{K}_{1}$, there exists an $\mathrm{A} \in \mathcal{K}(\psi)$ such that $A \subset X$, therefore, $K_{1}$ is a dual ideal since for any $X \in \mathcal{X}_{1}$ and $Z \in \&, X \in Z$, which means that $A \subset Z$, implies that $Z \in K_{1}$.

For any $Y \in \mathcal{X}_{2}$, there exists a $B \in \mathcal{X}(\psi)$ such that $Y \subset B$, therefore, $\mathcal{K}_{2}$ is an ideal since for any $Y \in \mathcal{K}_{2}$ and $Z \in \mathscr{A}, Z \subset Y$, which means that $Z \subset B$, implies that $Z \in X_{2}$.

Moreover, if $X \in \mathcal{X}(\psi)$ then $X \in X_{1}$ and $X_{2}$, therefore, $X(\psi) \subset \mathcal{X}_{1} \cap \mathscr{X}_{2}$; if $X \in X_{1} \cap X_{2}$ then there exist $A$ and $B \in \mathscr{K}(\psi)$ such that $A \subset X$ and $X \subset B$, by Property 4.1, under the assumption that $\psi$ is inf-separable, $X \in \mathscr{K}(\psi)$, therefore $X_{1} \cap X_{2} \subset \mathcal{X}(\psi)$. That is $\mathscr{X}(\psi)=X_{1} \cap X_{2}$. In other words, by Property 4.1, there exist $\psi_{1}$ and $\psi_{2}$, respectively, increasing and decreasing such that, by Lemma 2. 5. $\psi=\psi_{i} \cap \psi_{2}$.
2. If $\psi=\psi_{1} \cap \psi_{Z}$, then for any $X, Y$ and $Z$ such that $X \subset Z \subset Y, \quad \psi_{1}(X) \subset \psi_{1}(Z)$ and $\psi_{2}(Y) \subset \psi_{2}(Z)$, thererore successively,

$$
\begin{aligned}
& \psi_{1}(X) \cap \psi_{2}(Y) \subset \psi_{1}(Z) \cap \psi_{2}(Z) \\
& \left(\psi_{1}(X) \cap \psi_{2}(X)\right) \cap\left(\psi_{1}(Y) \cap \psi_{2}(Y)\right) \subset \psi_{1}(Z) \cap \psi_{2}(Z)
\end{aligned}
$$

and

$$
\psi(X) \cap \psi(Y) \subset \psi(Z)
$$

which proves that $\psi$ is an inf-separable mapping.

[^3]$$
(x \oplus\{x\}) \cap\left(x^{c} \oplus\{x, y\}\right)=(x \oplus\{x\}) \cap\left(x^{c} \oplus(y\}\right)
$$
$(X \in \mathcal{P}(E))$
by taking $x$ and $y \in E$ and $x \not y$.

Finally a last property for inf-separable mappings is presented that will be used in Chapter 6.

PROPERTY 4.4-Let $\psi_{1}$ and $\psi_{2}$ be two t.i. mappings from af to $P(E)$, respectively, irucrecising and decreasing and let $\psi=\psi_{1} \Pi \psi_{2}$ Let $\mathcal{K}\left(\psi_{1}\right)$ and $K\left(\psi_{2}\right)$ be the kernels of $\psi_{1}$ and $\psi_{2}$, defined by (2.4), and $\mathfrak{F}(\psi)$ be defined by (3.8), then

$$
\mathscr{N}(\psi)=\left(\mathscr{K}\left(\psi_{1}\right) \times \mathscr{K}\left(\psi_{2}\right)\right) \cap \mathfrak{S}_{\mathscr{A}}
$$

PROOF: By Property 3.4,

$$
\mathscr{H}(\psi)=\mathbb{K}\left(\psi_{1}\right) \cap \mathbb{K}\left(\psi_{2}\right)
$$

by Property 4.3, with $\psi=\psi_{1}$ increasing and $\psi=\psi_{2}$ decreasing,

$$
\begin{aligned}
& =\left(\mathscr{K}\left(\psi_{1}\right) \times \mathscr{A}\right) \cap\left(\mathscr{A} \times \mathcal{K}\left(\psi_{2}\right)\right) \cap \mathfrak{S}_{\mathscr{A}} \\
& =\left(\mathscr{K}\left(\psi_{1}\right) \times \mathscr{K}\left(\psi_{2}\right)\right) \cap \mathfrak{S}_{\mathscr{A}}
\end{aligned}
$$

If $\psi=\psi_{1} \sqcup \psi_{2}$, where $\psi_{1}$ and $\psi_{2}$ are two t.1. mappings from $\&$ to $\mathcal{P}(E)$, respectively, increasing and decreasing, the above property then holds for the dual mappings, since $\psi^{*}=\psi_{1}^{*} \cap \psi_{2}^{*}$ and $\psi_{1}^{*}$ and $\psi_{2}^{*}$ are, respectively, increasing and decreasing, that is,

$$
\mathcal{F}\left(\psi^{*}\right)=\left(\mathscr{X}\left(\psi_{1}^{*}\right) \times \mathscr{K}\left(\psi_{2}^{*}\right)\right) \cap \mathfrak{S}_{\mathscr{A}^{*}}^{*}
$$

Then to represent $\psi$, the dual form of the representation theorem may be used (see Theorem 3.2).

If $\psi_{1}$ and $\psi_{2}$ are two t.i. mappings from $\&$ to $\mathcal{P}(E)$, respectively, increasing and decreasing, then, from

Properties 4.3 and 4.4, the following formula can be derived

$$
\begin{aligned}
\left(\mathscr{K}\left(\psi_{1}\right) \times \mathscr{K}\left(\psi_{2}\right)\right) \cap \mathfrak{S}_{\mathscr{A}} & = \\
& \left(\mathscr{K}\left(\psi_{1}\right) \cap \mathscr{K}\left(\psi_{2}\right)\right) \times\left(\mathscr{K}\left(\psi_{1}\right) \cap \mathscr{K}\left(\psi_{2}\right)\right) \cap \mathfrak{S}_{\mathscr{A}} .
\end{aligned}
$$

## CHAPTER 5

MINIMAL REPRESENTATION THEOREMS FOR TRANSLATION INVARIANT MAPPINGS

## 5.1 - ALGEBRAIC ASPECTS

For the moment, let $E$ be any non empty set.

PROPERTY 5.1 - Let $s \in \mathscr{P}(E)$, $x_{1}$ and $x_{2}$ be two pairs in $\forall_{\mathcal{P}(E)}{ }_{x_{1}}^{x_{1}}$ and $x_{2}^{24}$ be the corresponding collections, defined by (3.3), and let $\mathscr{y}_{x_{1}}^{s}$ and $\mathcal{Y}_{x_{2}}^{4}$ be the corresponding collections, defined by (3.11), then

$$
\begin{equation*}
x_{1}\left\{x_{2} \text { implies that } x_{x_{1}}^{4} \subset x_{x_{2}}^{4} \text { and } y_{x_{1}}^{14}>y_{x_{2}}^{4}\right. \tag{ㅁ}
\end{equation*}
$$

PROOF: 1. For any $X \in \mathscr{A}$,
from (3.3), $X \in x_{x_{i}}^{4} \leftrightarrow(X, X)\left\{x_{i}\right.$.
by assumption. $\quad \Rightarrow(X, X)\left\{\boldsymbol{x}_{2}\right.$,
from (3.3),
$\Leftrightarrow X \in x_{x}^{\alpha A}$,
consequently, $x_{x}^{\infty} \subset x_{x_{2}}^{4}$.
2. For any $X \in \mathscr{A}$,

$$
\begin{aligned}
& \text { from (3.11), } \\
& X \in y_{x_{2}}^{\{ } \leftrightarrow(X, X) \vee x_{2} \neq i, \\
& \text { by assumption, } \\
& \Rightarrow(X, X) \vee x_{1} \neq i, \\
& \text { from (3.11). } \quad \leftrightarrow X \in \mathscr{Y}_{2_{1}}^{\alpha 4} \text {, }
\end{aligned}
$$

consequently, $y_{x_{1}}^{\& 4} \supset y_{x_{2}}^{A 4}$.
PROPERTY 5.2 -Let $\mathscr{A} \subset \mathcal{P}(E), \mathcal{R}^{\mathscr{A}}$. and $\mathscr{P}^{\mathscr{A}}$. be the mappings defined, respectively, by (3.7) and (3.13), and $\mathbb{E} \subset \mathbb{E} \subset \mathfrak{S}_{\mathcal{P}(E)}$ be such that: for any $\mathfrak{x} \in \mathbb{C}$ there exists $\mathfrak{x}^{\prime} \in \mathbb{E}^{\prime}$ such that $\mathfrak{x}\left\{\mathfrak{x}^{\prime}\right.$, then

$$
\mathcal{R}_{\mathfrak{N}}^{\mathscr{A}}=\mathcal{R}_{\mathbb{E}}^{\mathscr{A}}, \text { and } \mathscr{S}_{\mathbb{C}}^{\mathscr{A}}=\mathscr{\mathscr { N }}_{\mathbb{C}}^{\mathscr{A}}, .
$$

PROOF: 1. © $\mathcal{C}$ © implies, from (3.7) and (3.13), that
2. $x\left\{x^{\prime}\right.$ implies, by Property 5.1 (with $x=x_{1}$ and $x^{\prime}=x_{z}$, that

$$
x_{x}^{x 4} \subset x_{x}^{x}, \text { and } y_{x}^{\infty}>y_{x}^{x 4},
$$

This leads to the two following results.
2.1 Case of $\mathcal{R}^{\mathcal{A}}$ : from (3.7), for every $X \in \mathcal{R}_{\mathcal{C}}^{\mathcal{A}}$, there exists $\mathfrak{y}$, not only in $\mathbb{E}$, but also in $\mathbb{E}$, such that $x \in \mathcal{X}_{\mathfrak{y}}^{4}$, consequently, $X \in \mathcal{R}_{\mathbb{C}}^{\mathscr{A}}$, and $\mathcal{R}_{\mathbb{E}}^{\mathscr{A}} \subset \mathcal{R}_{\mathbb{E}}^{\mathscr{A}}$.
 not only for any $\mathfrak{y}$ in $\mathcal{E}^{\prime}$, but also in $\mathbb{C}$, consequently, $X \in \mathscr{\varphi}_{\mathbb{E}}^{\mathscr{A}}$ and $\mathscr{\varphi}_{\mathbb{E}}^{\mathscr{A}}, \subset \mathscr{\varphi}_{\mathbb{E}}^{\mathscr{A}}$.

Let $\mathcal{B} \subset \mathscr{A} \subset \mathcal{P}(E)$ and $\mathbb{F}_{\mathscr{C}}$ be the set defined by (3.4). It is interesting to note that if $\mathfrak{x} \in \mathfrak{K}_{\varphi}$ and $\mathfrak{y} \in \mathbb{S}_{\mathscr{A}}$ then $\mathfrak{y}\left\{\mathfrak{x}\right.$ implies that $\mathfrak{V} \in \mathcal{F}_{\mathscr{C}}$. In other words, for any
 following way: $\mathcal{E} \in \mathbb{F}_{\mathscr{C}}$ implies, from (3.4), that $\mathscr{X}_{x} \subset \mathscr{E}$.
$\mathfrak{y}\left\{x\right.$ implies, by Property 5.1, that $x_{y} \subset x_{x}$. Therefore, $\mathcal{X}_{\mathfrak{y}} \subset \mathscr{E}$ and, consequently, from (3.4), $\mathfrak{y} \in \mathbb{F}_{\mathscr{C}}$.

From now on, $E$ is the Abelian group of Chapter 2 and $\mathscr{A}(E)$ is closed under translation. In order io derive a minimal representation for a $t . i$. mapping $\psi$ from $\mathscr{A}$ to $\mathcal{P}(E)$, two definitions are introduced.

The first one is the definition of the basis of $\psi$. Let ( $S, \leq$ ) be a poset, $m$ is maximal (respectively, minimal) element of ( $S, \leq$ ) iff $m \in S$ and for any $s \in S$. $s \geq \mathrm{m}$ (respectively, $s \leq m$ ) implies that $s=m$. Let $\mathcal{F}(\psi)$ be the set defined by ( 3.8 ) then the set $\mathfrak{B}(\psi)$ defined by

$$
\begin{equation*}
\mathfrak{B}(\psi)=\left\{x \in \mathbb{S}_{\mathscr{4}}: x \text { is maximal element of } \mathscr{F}(\psi)\right\} \tag{5.1}
\end{equation*}
$$

is called the basis of $\psi$.

This definition of basis differs from the ones of Maragos (1985) and Dougherty and Giardina (1986) who have defined a similar notion for increasing mappings.

The second one is the definition of the so called condition of minimal representation for $\psi$. The subset $\mathfrak{B}$ of $\mathscr{F}(\psi)$ is said to satisfy the condition of minimal representation for $\psi$ iff for any $\mathfrak{x} \in \mathcal{F}(\psi)$, there exists $x^{\prime} \in \mathscr{B}$ such that $\mathbb{X}\left\{x^{\prime}\right.$.

THEOREM 5.1 (Minimal representation theorem) - Let $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation. - $x$ be the mapping from st to $\mathcal{P}(\mathrm{E})$, defined by (3.9), $\psi$ be a $t . i$. mapping from sto $\mathcal{P}(\mathrm{E})$, and let $\mathcal{H}(\psi)$ and $\mathbb{B}(\psi)$ be the sets defined, respectively, by (3.8) and (5.1). Let $B$ be any subset of $\mathcal{F}(\dot{\psi})$ satisfying the condition of minimal representation for $\psi$ then

1. $\psi=U\{$ - $\boldsymbol{x}: \underset{x}{x} \in \mathfrak{B}\}$;
2. furthermore, if $\mathfrak{B}(\psi)$ is one of these $\mathfrak{B}$, i.e., if $\mathfrak{B}(\psi)$ satisfies the condition of minimal representation for $\psi$, then

$$
\mathfrak{B}(\psi) \subset \mathfrak{B}
$$

and

$$
\psi=U\{0 \mathfrak{x}: \underset{x}{ } \in \mathscr{B}(\psi)\} ;
$$

by definition $\psi$ is said to have a minimal representation by a supremum.

PRCOF: 1. By Property 3.3.

$$
\mathcal{K}(\psi)=R_{\mathcal{F}(\psi)},
$$

by Eroper ty 5.2 (with $\mathcal{E}=\boldsymbol{F}(\psi)$ and $\mathcal{E}=\mathfrak{B}$ ),

$$
=\mathcal{R}_{\mathfrak{B}},
$$

from (3.7, with $\boldsymbol{\xi}=\mathfrak{B}$ ) and by Property 3.5,

$$
=U\{\mathscr{K}(\cdot \bullet \mathfrak{x}): x \in \mathbb{B}\} .
$$

Then the result of part 1 follows by Lemma 2.5.
2. $\mathscr{B}(\psi)$ is contained in any $\mathscr{B}$ satisfying the condition of minimal representation for $\psi$ since, otherwise. ror any $\mathscr{E}$ in $\mathscr{B}(\psi)$ and not in $\mathscr{B}$ there should exist $\mathfrak{y}$ in $\mathscr{B}$ (necessarily distinct of $\mathbb{E}$ ) such that $\mathfrak{x}\{\mathfrak{y}$, that is, $\mathfrak{B}(\psi)$ should not be the set. of maximal elements of $\mathcal{F}(\psi)$, which is a contradiction.

The above result is important because compared to the one of Theorem $3.1, \mathfrak{B}(\psi)$ may be much smaller than $f(f(\psi)$ and, consequently, it leads to an easier way to represent (or construct) the mapping $\psi$. Actually,
such result works because of the increasing property of $\mathcal{K}(\cdot \underset{)}{ }$ ) with respect to $x$, that is,

$$
x_{1}\left\{x_{2} \text { implies that } K\left(\cdot \otimes x_{1}\right) \subset K\left(\cdot \otimes x_{2}\right)\right. \text {, }
$$

which is equivalent to Property 5.1. The expression "minimal representation" introduced in Theorem 5.1 comes from the fact that under the condition of minimal representation $\mathscr{B}(\psi)$ appears to be the smallest subset of $\boldsymbol{R}(\psi)$ that can be used to express $\psi$ in terms of supremum. The expression $U\{0 \mathfrak{x}: \mathfrak{z} \in \mathscr{P}(\psi)\}$ in Theorem 5.1. is called the miramal representation for the t.i. mapping $\psi$ by a supremum.

The dual form of the minimal representation by a supremum is now presented.

THEOREM 5.2 (Dual minimal representation theorem) - Let $\mathscr{A} \subset \mathscr{P}(E)$ be closed under translation, * $x$ be the mapping from $A$ to $\mathcal{P}(E)$ defined by (3.11), $\psi$ be a t.i. mapping from If to $\mathcal{P}(E)$ and let $\mathscr{f}\left(\psi^{*}\right)$ and $\mathfrak{B}\left(\psi^{*}\right)$ be the sets defined by (3.8) and (5.1), where $\psi^{*}$ is the dual mapping of $\psi$. Let $\mathfrak{B}$ oe any subset of $\tilde{F}\left(\psi^{*}\right.$ ) satisfying ihe condition of minimal representation for $\psi^{*}$ then

1. $\psi=\Pi\{\cdot \boldsymbol{x}: \underset{X}{ } \in \boldsymbol{B}\}$;
2. furthermore, if $\mathfrak{B}\left(\psi^{*}\right)$ is one of these $\mathfrak{B}$, i.e., if $\mathfrak{B}\left(\psi^{*}\right)$ satisfies the condition of minimal representation for $\psi^{*}$. then

$$
\mathfrak{B}\left(\psi^{*}\right) \subset \mathfrak{B}
$$

and

$$
\psi=U\left\{0 \boldsymbol{0}: x \in \mathfrak{B}\left(\psi^{*}\right)\right\} ;
$$

by definition $\psi$ is said to have a minimal representation by
an infimum.

PROOF: 1. By Property 3.8,

$$
\mathscr{K}(\psi)=\mathscr{\rho}_{\mathfrak{K}\left(\psi^{*}\right)}^{\mathscr{A}}
$$

by Property 5.2 (with $\mathcal{E}=\mathscr{F}\left(\psi^{*}\right)$ and $\mathcal{E}^{\prime}=\mathfrak{B}$ ),

$$
=\mathscr{Y}_{B^{\prime}}^{\mathscr{A}}
$$

from (3.13, with $\mathbb{E}=\boldsymbol{B}$ ) and by Property 3.7.

$$
=\cap\{\mathscr{K}(\cdot 0 \mathfrak{x}): \mathfrak{x} \in \mathscr{B}\} .
$$

Then the result of part 1 follows by Lemma 2.5 .
2. The arguments to prove part 2 are the same as those given to prove part 2 of Theorem 5.1.

The expression $\Pi\left\{\cdot x: x \in \mathscr{B}\left(\psi^{*}\right)\right\} \quad$ in
Theorem 5.2. is called the minimal representation for the t.i. mapping $\psi$ by an infimum.

In what follows the special cases of increasing, decreasing and inf-separable t.1. mappings are studied.

PROPERTY 5.3-Let $\mathcal{E}_{1}$ and $\mathcal{E}_{2} \subset \mathscr{A} \subset \mathcal{P}(E), \mathcal{B}_{1}$ and $\mathcal{B}_{2}$ be, respectively, the set of minimal elements of $\mathscr{E}_{1}$ and maximal elements of $\varepsilon_{2}$ and $B$ be the set of maximal elements of $\left(\mathscr{E}_{1} \times \mathscr{C}_{2}\right) \cap \oiint_{\mathscr{A}}$, then

$$
\begin{equation*}
\mathscr{B}=\left(\mathcal{B}_{1} \times \mathcal{B}_{2}\right) \cap \mathscr{S}_{\mathscr{A}} \tag{0}
\end{equation*}
$$

PROOF: Let $x=(A, B) \in \mathscr{B}$, by the maximal element definition.

$$
x \in\left(\varepsilon_{1} \times \varphi_{2}\right) \cap \xi_{\mathscr{A}}
$$

and

$$
\left\{\mathfrak{y} \in\left(\mathscr{E}_{1} \times \mathcal{E}_{2}\right) \cap \mathscr{S}_{\mathscr{A}}: x\{\mathfrak{y}\}=\{\mathscr{E}\rangle .\right.
$$

Since $t \in \mathbb{S}_{\mathscr{A}}$, by the dual ideal property of $\mathbb{S}_{\mathscr{A}}, \mathfrak{y} \in \$_{\mathscr{A}}$ and the above equality is equivalent to:

$$
\left\{\mathfrak{y} \in \varepsilon_{1} \times \mathcal{Y}_{2}: \mathfrak{x}\{\mathfrak{y}\}=(x)\right.
$$

From (3.1), this is equivalent to $A \in \mathcal{B}_{1}, B \in \mathcal{B}_{2}$ and $(A, B) \in \$_{\mathscr{A}}$.

THEOREM 5.3 -Let $A \subset \mathcal{P}(E)$ be closed under translation, - $\Theta$ A be the erosion by $A$ from $\mathscr{A}$ to $\mathcal{P}(E)$, defined by (2.8), $\psi$ be a $t$. i. mapping from $A$ to $\mathcal{P}(E), \mathcal{B}_{1}(\psi)$ and $\mathcal{B}_{2}(\psi)$ be the sets of, respectively, the minimal and the maximal elements of the kernel of $\psi, \mathcal{K}(\psi)$, defined by (2.4). If $\mathbb{B}(\psi)$, defined by (5.1), satisfies the condition of minimal representation for $\psi$, then

$$
\begin{array}{ll}
\psi=U\left\{\theta \check{A}: A \in \mathcal{B}_{1}(\psi)\right\} & \text { if } \psi \text { is increasing, } \\
\psi=U\left\{0^{c} \Theta \check{B}^{c}: B \in \mathcal{B}_{2}(\psi)\right\} & \text { if } \psi \text { is decreasing, } \\
\psi=U\left\{(\cdot \theta \check{A}) \cap\left(\cdot^{c} \Theta \check{B}^{c}\right): A \in \mathcal{B}_{1}(\psi), B \in \mathcal{B}_{2}(\psi)\right\}
\end{array}
$$

if $\psi$ is inf-separable.

PROOF: Let $\mathcal{B}^{A}(\psi)$ and $\mathcal{B}_{B}(\psi)$ be the collections defined by

$$
\mathcal{B}^{A}(\psi)=\{X \in \mathscr{A}: \quad(A, X) \in \mathscr{B}(\psi)\}
$$

and

$$
\mathcal{B}_{B}(\psi)=\{X \in \mathscr{A}:(X, B) \in \mathscr{B}(\psi)\}
$$

for any $A$ and $B \in \mathscr{A}$.

If $(A, B) \in \mathscr{B}(\psi)$, then for increasing (respectively, decreasing) mapping , by Property 4.3 and from $\mathscr{B}(\psi)$ and $\mathcal{B}(\psi)$ definitions, $A \in \mathcal{B}(\psi)$ (respectively, $B \in \mathcal{B}(\psi)$ ). Therefore, the result follows by applying Theorem 5.1 and if it can be proved that, for any $X \in \mathscr{A}$ and $A \in \mathcal{B}(\psi)$.

$$
X \ominus \check{A} \subset U\left\{X^{c} \ominus \check{B}^{c}: B \in \mathcal{B}^{A}(\psi)\right\}
$$

(respectively, for any $\mathrm{X} \in \mathcal{A}$ and $\mathrm{B} \in \mathcal{B}(\psi)$.

$$
X^{c} \ominus \check{B}^{c} \subset U\left\{X \ominus \check{A}: A \in \mathcal{B}_{B}(\psi)\right\}
$$

1. The increasing case: let $x \in X \in A ̌$ or, equivalently, $A_{X} \subset X$ and let $Y=X_{-X}$ then $A \subset Y$. By Property 4.2. (A,Y) $\in \mathfrak{F}(\psi)$. From the condition of minimal representation, there exists $(A, Z)$ in $\mathscr{P}(\psi)$ such that (A, Z) $\}(A, Y)$, that is, there exists $Z \in \mathcal{B}^{A}(\psi)$ such that $Z \supset Y$, but $Z \supset X_{-x}$ or, equivalently, $Z_{x}^{c} \subset X^{c}$ implies that $x \in X^{c} \in \check{z}^{c}$, therefore,

$$
x \in U\left\{X^{c} \ominus \check{B}^{c}: B \in \mathscr{B}^{A}(\psi)\right\} .
$$

2. The decreasing case: let $x \in X^{c} \Theta \check{B}^{c}$ or, equivalently, $X \subset B_{X}$ and let $Y=X_{-x}$ then $Y \subset B$. By Property 4.2, $(Y, B) \in \mathscr{F}(\psi)$. From the condition of minimal representation, there exists $(Z, B)$ in $\mathscr{B}(\psi)$ such that (Z,B) $\}(Y, B)$, that is, there exists $Z \in \mathcal{B}_{B}(\psi)$ such that $Z \subset Y$, but $Z \subset X_{-x}$ or, equivalently, $Z_{x} \subset X$ implies that $x \in X \in \check{Z}$, therefore,

$$
x \in U\left\{X \ominus \check{A}: A \in \mathcal{B}_{B}(\psi)\right\} .
$$

For inf-separable t.i. mappings, the result follows by applying Property 5.3 with $B_{1}=B_{1}(\psi)$ and
from (3.14) and by Theorem 5.1 and Property 4.3, since for any $X \in A$ and for any $(A, B)$ belonging to $\mathcal{B}_{1}(\psi) \times \mathcal{B}_{2}(\psi)$ but not to $\$_{\mathscr{A}},(X \in \mathscr{A}) \cap\left(X^{c} \ominus \check{B}^{c}\right) \neq 0$.

## 5.2 - TOPOLOGICAL ASPECTS

For the moment, let $E$ represent a given topological space which is assumed to be locally compact (i.e, each point in $E$ admits a compact neighborhood), Hausdorff, and separable (i.e., the topology of $E$ admits a countable base). Let $F$ be the collection of closed subsets of E. The collection $\mathcal{F}$ is assumed to be topologized in the way proposed by Matheron (1975). Following Matheron, the selected topology on $\mathfrak{F}$ is the one generated by the set of collections of the type:

$$
\mathcal{F}^{K}=\{x \in \mathcal{F}: x \cap K=0\}
$$

wirere $k$ is a compact subset of $E$, and

$$
F_{G}=\{x \in \mathscr{F}: x \cap G \neq \varnothing\},
$$

where $G$ is an open subset of $E$.

In Serra (1982) and Maragos (1985) this topology is called the Hit-Miss topology.

> The set of the collections of the type

$$
\begin{equation*}
\mathfrak{F}^{K} \tag{5.2a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathscr{F}_{G_{1}} \cap \ldots \tilde{F}_{G_{n}}, \quad(n \geq 1) \tag{5.2b}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathfrak{F}^{K} \cap \mathfrak{F}_{G_{1}} \cap \ldots \mathfrak{F}_{G_{n}}, \quad(n \geq 1) \tag{5.2c}
\end{equation*}
$$

is a base for the Hit-Miss topology.

The open sets in this base are collections of closed sets of $E$ which miss a compact set of $E$ or which hits $n$ open sets of $E$ or which miss a compact set of $E$ and hits $n$ open sets of $E$.

LEMMA 5.1 - Let $\mathscr{L}$ be a subset of $\mathscr{F}$, linearly ordered Cunder the inclusion, then $\cap \mathscr{L}$ and $\overline{\mathscr{L}}$ are adherent points of $\mathscr{L}$ in $\mathcal{F}$ (i.e., with respect to the Hit-Miss topology), that is.

$$
\cap \mathscr{L} \text { and } \overline{U \mathscr{L}} \in \overline{\mathscr{L}} .
$$

PROOF: Let $M=\bigcap \mathscr{L}$ or $\bar{U} \overline{\mathscr{L}}$. It is sufficient to show that for any open set $A$ of the type defined by (5.2) such that $M \in \mathscr{A}, \mathscr{A} \cap \mathscr{L} \neq 0$. In other words, for any integer $n$ and any $G_{i} . \ldots G_{n}$ (open sets of $E$ ), and any $K$ (compact set of $E$ ) such that $M \cap G_{i} \neq 0(1=1, \ldots n)$ and $M \cap K=0$, it has to be proved that there exists $X \in \mathscr{L}$ such that $X \cap G_{i} \neq \varnothing(i=1, \ldots n)$ and $X \cap K=\varnothing$.

1. Case of $M=\cap \mathscr{L}$ : first, for any $X \in \mathscr{L}, M \subset X$, therefore, for any integer $n$ and any open set of $E, G_{i}(i=1, \ldots n)$, such that $M \cap G_{i} \neq \varnothing, X \cap G_{i} \neq \varnothing$, since $\varnothing \neq M \cap G_{i} \subset X \cap G_{i}$ ( $1=1, \ldots n$ ); second, let $K$ be any compact set of $E$ such that $M \cap K=\varnothing$, that is, such that $K \subset M^{c}$. The set $A=M^{\circ}$ is an open set and can be written as $A=U \mathcal{M}$, where $\mathcal{M}=\left\{Y \subset E: Y^{c} \in \mathscr{L}\right\}$. The collection $\mathcal{M}$ is linearly ordered and is ar open covering of $K$. The set $K$ being a compact set of $E$, there exists a finite subcovering of $K$, say $\mathcal{M}^{\prime}$. The collection $\mathcal{M}^{\prime}$ being linearly ordered and finite implies that $U \mathcal{M}^{\prime} \in \mathcal{M}$. Therefore, there exists $Y \in \mathcal{M}$ (namely, $\left.Y=U \mathcal{M}^{\prime}\right)$ such that $K \subset Y \subset A$ or, equivalently, there exists $X \in \mathscr{L}$ ( $n a m e l y, X=Y^{c}$ ) such that $K \cap X=\varnothing$.
2. Case of $M=\bar{U} \overline{\mathscr{L}}$ : first, for any $X \in \mathscr{L}, X \subset M$, therefore, for any compact set of $E, K$, such that $M \cap K=\varnothing$, $X \cap K=0$, since $X \cap K \in M \subset K=0$; second, for any integer $n$ and any open sets of $E, G_{i}(i=1, \ldots n)$, such that $M \cap G_{i} \neq \varnothing$, by closure property, $(U \mathscr{L}) \cap G_{i} \neq 0$. Let $x_{i} \in(\cup \mathscr{L}) \cap G_{i}$, by definition of $\cup \mathscr{L}$, there exists $X_{i} \in \mathscr{L}$ such that $X_{i} \in X_{i}$. In other words, there exists $X_{i} \in \mathscr{L}$ such that $X_{i} \cap G_{i} \neq 0$. Let $\mathscr{L}$ be the collection of the $x_{i}(i=1, \ldots n)$. The collection $\mathscr{L}$, being linearly ordered and finite imply that $U \mathscr{L}^{\prime} \in \mathscr{L}$. Let $x=U \mathscr{L}^{\prime}$, $X_{i} \subset X(i=1, \ldots n)$, which proves that there exists $X \in \mathscr{L}$ such that $X \cap G_{i} \neq \varnothing$ ( $\left.i=1, \ldots n\right)$.

LEMMA 5.e-Let $\left\{A_{i}: i \in \mathbb{N}\right\}$ and $\left\{B_{i}: i \in \mathbb{N}\right\}$ be two sequences in $\mathcal{F}$ such that $A_{i} \subset B_{i}(1 \in \mathbb{N}), A_{i} \downarrow A$ and $B_{i} \uparrow B$ in $\mathscr{F}$, and let $X \in \mathscr{F}$ such that $A \subset X \subset B$, ther there exists a sequence $\left\{X_{i}: 1 \in \mathbb{N}\right\}$ in $F$ such that $A_{i} \subset X_{i} \subset B_{i}(1 \in \mathbb{N})$ and $\lim X_{i}=X$ in $\mathfrak{F}$.

PROOF: Let $X_{i}=\left(A_{i} \cup X\right) \cap B_{i}(i \in \mathbb{N})$, then, for any $i \in \mathbb{N}$, $X_{i} \approx F_{i} X_{i} \subset B_{i}$ and $A_{i} \subset X_{i}$. This last inclusion is true since.
by distributivity,

$$
x_{i}=\left(A_{i} \cap B_{i}\right) \cup\left(X \cap B_{i}\right) \text {, }
$$

because $A_{i} \subset B_{i}$, $\quad=A_{i} \cup\left(X \cap B_{i}\right)$.
By Corollary 3.d p. 7 in Matheron (1975) (with $F_{n}=X$ and $F_{n}^{\prime}=B_{n}$,

$$
\lim \left(x \cap B_{i}\right)=\overline{K \cap B} \text { in } \mathcal{F}
$$

By Corollary 3.a p. 7 in Matheron (1975).

$$
\lim A_{i}=A \operatorname{in} \mathscr{F}
$$

By Corollary 1 p. 7 in Matheron (1975), on continuity of
the union, $\lim \left(A_{i} \cup\left(X \cap B_{i}\right)\right)=\left(\lim A_{i}\right) \cup\left(11 m\left(X \cap B_{i}\right)\right)$ in $F^{*}$. In other words, from the above three equalities on limits,

$$
\lim X_{i}=A \cup(\overline{X \cap B}) \text { in } \neq \text {. }
$$

By assumption, $A \subset X \subset B$ and $X \in \mathscr{F}$, therefore,

$$
A \cup(\overline{X \cap B})=A \cup \bar{X}=A \cup X=X
$$

This proves that there exists $\left\{X_{i}: i \in \mathbb{N}\right\}$ in $\mathscr{F}$ such that $A_{i} \subset X_{i} \subset B_{i}(1 \in \mathbb{N})$ and $\lim X_{i}=X$.

Let $\mathscr{A}$ be a subcollection of $\mathcal{P}(E)$, © be a subset of $\$_{\mathscr{A}}$ and $\mathscr{L}_{\mathbb{S}}$ be the subcollection of $\mathbb{A}$ defined by

$$
\mathscr{L}_{\mathbb{E}}=\left\{x \in \mathscr{A}: \exists\left(X, X^{\prime}\right) \text { or }\left(X^{\prime}, X\right) \in \mathbb{E}\right\} .
$$

PROPERTY 5.4-Let $\mathscr{A} \subset \mathcal{P}(E)$ and $\mathbb{E} \subset \mathfrak{S}_{\mathscr{A}}$ be linearly ordered cunder $\left\{3\right.$, then the subcollection $\mathscr{L}_{\mathfrak{N}}$. defined by (5.3), is linearly ordered (under the inclusion).

PROOF: For any $X$ and $Y \in \mathscr{L}_{\mathcal{E}}$, there exist ( $X, X^{\prime}$ ) or $\left(X^{\prime}, X\right) \in \mathbb{E}$ and $\left(Y, Y^{\prime}\right)$ or $\left(Y^{\prime}, Y\right) \in \mathbb{E}$.

1. If ( $X, X^{\prime}$ ) and ( $Y, Y^{\prime}$ ) $\in \mathbb{E}$ or ( $X^{\prime}, X$ ) and ( $Y^{\prime}, Y$ ) $\in \mathbb{E}$, then, by assumption and from (3.1), $X$ and $Y$ are comparable.
2. If $\left(X, X^{\prime}\right)$ and $\left(Y^{\prime}, Y\right) \in \mathbb{E}$ or ( $\left.X^{\prime}, X\right)$ and $(Y, Y$ ) $\in \mathbb{E}$. then $X$ and $Y$ are also comparable, since, for example, $(X, X)\{(Y, Y)$ implies, from (3.1), that $X: \subset Y$, and, consequently, $X \subset Y$ since $X \subset X '$.

From the above Property 5.4, if is linearly ordered, then it is always possible to choose $A$ and $B$ in $\mathscr{L}_{\mathbb{S}}$ such that $A \subset B$.

PROPERTY 5.5 - Let $\mathscr{A} \subset \mathcal{P}(E), ~ \subseteq \subset \$_{\mathscr{A}}$ be linearly ordered Cunder $\left\{\right.$ ) and $\mathscr{L}_{\mathbb{S}}$ be the subcollection defined by (5.3), then for any $A$ and $B \in \mathscr{L}_{\mathcal{E}}$, with $A \subset B$, there exists $\mathbb{x} \in \mathbb{C}$ such that (A, B) $\{x$.

PROOF: If $A$ and $B \in \mathscr{L}_{\mathcal{E}}$, and $A \subset B$, then from (5.3), there exist $x_{1}$ and $x_{2} \in \mathbb{C}$ such that $x_{1}=\left(A, A^{\prime}\right)$ or ( $\left.A^{\prime}, A\right)$ and $x_{2}=\left(B, B^{\prime}\right)$ or ( $\left.B^{\prime}, B\right)$, and one of them is greater than the other. In what follows, it is proved that the greater one is always greater than (A, B).

1. If $x_{1}=\left(A, A^{\prime}\right)$ and $x_{2}=\left(B, B^{\prime}\right)$, then $x_{2}\left\{x_{1}\right.$ and $(A, B)\left\{\left(A, B^{\prime}\right)\left\{\left(A, A^{\prime}\right)=x_{1}\right.\right.$.
2. If $x_{1}=\left(A, A^{\prime}\right)$ and $x_{2}=\left(B^{\prime}, B\right)$, then $x_{1}\left\{x_{2}\right.$ or $x_{2}\left\{x_{1}\right.$. If $x_{1}\left\{x_{2},(A, B)\left\{\left(B^{\prime}, B\right)=x_{2}\right.\right.$. If $x_{2}\left\{x_{1}\right.$, (A,B) $\left\{\left(A, A^{\prime}\right)=x_{1}\right.$.
3. If $x_{1}=\left(A^{\prime}, A\right)$ and $x_{2}=\left(B^{\prime}, B\right)$, then $x_{1}\left\{x_{2}\right.$ and $(A, B)\left\{\left(A^{\prime}, B\right)\left\{\left(B^{\prime}, B\right)=x_{2}\right.\right.$.

Finally, the case $x_{1}=\left(A^{\prime}, A\right)$ and $X_{2}=\left(B, B^{\prime}\right)$ never occurs since $A$ is included in $B$.

PROPERTY 5.6-Let $\mathbb{\varepsilon} \subset \boldsymbol{\$}_{\mathfrak{F}^{\prime}} \mathscr{L}_{\mathbb{C}}$ be the subcollection defined by (5.3, with $\mathscr{A}=\mathfrak{F}$ ) and $V$ © be the supremum of $\mathbb{N}$ in $\mathbb{S}_{\mathscr{F}}$ then

$$
V \boldsymbol{\varepsilon}=\left(\cap \mathscr{L}_{\mathbb{Q}},{\bar{U} \bar{L}_{\boldsymbol{\varepsilon}}}\right)
$$

PROOF: Let $\mathscr{L}$ denote the collection $\mathscr{L} \underset{\mathcal{E}}{ } \mathscr{L} \subset \mathscr{F}, \cap \mathscr{L}$ and $\overline{U \mathscr{L}} \in \mathscr{F}$, and $\cap \mathscr{L} \subset \bar{U} \mathscr{L}$, therefore

$$
(\cap \mathscr{P}, \bar{U}) \in \mathscr{S}_{\mathscr{F}}
$$

1. For any $(A, B) \in \mathbb{E}, A$ and $B \in \mathscr{L}, A \subset B$, $\cap \mathscr{L} \subset A \subset B \subset U \mathscr{L} \subset \bar{U}$, that is, from (3.1). (A, B) $\{(\cap \mathscr{L}, \bar{U} \mathscr{L})$.

This means that $(\cap \mathscr{L}, \bar{U} \overline{\mathscr{L}})$ is an upper bound (under $\{$ ) of ©
2. For any $(U, V) \in \$_{\mathscr{F}}$.
from (5.3).
$(A, B)\{(U, V)((A, B) \in \mathbb{E}) \Rightarrow U \subset X \subset V(X \in \mathscr{L})$. $\rightarrow U \subset \cap \mathscr{L}$ and $U \mathscr{L} \subset V$.
because $V \in \mathscr{F} . \quad \rightarrow U \subset \cap \mathscr{L}$ and $\overline{U \mathscr{L}} \subset V$.
from (3.1).
$\rightarrow(\cap \mathscr{L}, \overline{U \mathscr{L}})\{(\mathrm{U}, \mathrm{V})$.
This means that $(\cap \mathscr{L}, \overline{U \mathscr{L}})$ is the least upper bound of $\mathbb{C}$ (under $\{$ ), that 15 , the supremum of $\boldsymbol{\epsilon}$.

LEMMA 5.3-Let $\mathscr{C} \subset \mathcal{F}$ be closed in $\mathcal{F}, \mathcal{F}_{\mathscr{C}}$ be the set defined by (3.4, with $A=F$ ) and $\mathbb{C} \subset \mathbb{F}_{e}$ be linearly ordered (under \{). then the supremum of $\mathbb{E}$ in $\mathbb{S}_{\mathfrak{F}}$ is in $\mathbb{R}_{\mathscr{E}}$, that is,

$$
\begin{equation*}
V \approx \in \mathbb{S}_{\mathscr{C}} \tag{口}
\end{equation*}
$$

PROOF: Let $\mathscr{L}$ denote the collection $\mathscr{L}_{\mathcal{c}}$, defined by (5.3). By Property 5.6.

$$
V \mathbb{E}=(\cap \mathscr{L}, \bar{U} \overline{\mathscr{L}}) .
$$

By applying Property 5.4, $\mathscr{L}$ is 1 inearly ordered (under the inclusion); on the other hand, $\mathscr{L} \subset \mathscr{F}$, therefore, by Lemma 5.1. $\cap \mathscr{L}$ and $\bar{U} \overline{\mathcal{L}} \in \overline{\mathcal{L}}$ in $\mathfrak{F}$. By Theorem 1.2.1 in (Matheron, 1975), it is known that the Hit-Miss topology is separable. therefore (see for example Theorem G.2 in (Dugundji, 1966. p. 218)) there exist two sequences $\left\{A_{1}, i \in \mathbb{N}\right\}$ and
$\left\{B_{i}, i \in \mathbb{N}\right\}$ in $\mathscr{L}$ such that $\lim A_{i}=\cap \mathscr{L}$ and $1 i m B_{i}=\bar{U} \mathscr{L}$ in $\mathcal{F}$. These sequences can be chosen, respectively, decreasing and increasing and such that $A_{i} \subset B_{i}(1 \in \mathbb{N})$. By Corollary 3. $a-b$ in (Matheron, 1975, p. 7).

$$
\lim A_{i}=\cap\left\{A_{1}, i \in \mathbb{N}\right\}
$$

and

$$
11 m B_{i}=\overline{U\left\{B_{i}, i \in \mathbb{N}\right\}}
$$

In other words, under the linearly ordered assumption, there exist two sequences $\left\{A_{i}, i \in \mathbb{N}\right\}$ and $\left\{B_{1}, i \in \mathbb{N}\right\}$ in $\mathscr{L}$ such that $A_{i} \subset B_{i}(i \in \mathbb{N}), A_{i} \downarrow \cap \mathscr{L}$ and $B_{i} \uparrow \overline{U \mathscr{L}}$. Let $X \in X_{V}$, from (3.3), $\cap \mathscr{L} \subset X \subset \overline{U \mathscr{L}}$ and $X \in \mathscr{F}$. By Lemma 5. 2 (with $A=\cap \mathscr{L}$ and $B=\overline{U \mathscr{L}}$ ), there exists a sequence $\left\{x_{i}, 1 \in \mathbb{N}\right\}$ in $\mathcal{F}$ such that $A_{i} \subset X_{i} \subset B_{i}(1 \in \mathbb{N})$, that is, $X_{i} \in\left[A_{i}, B_{i}\right](i \in \mathbb{N})$, and $\lim X_{i}=X$ in $\mathscr{F}$. By Property 5.5, there exists $x_{i} \in \mathbb{E}$ such that $\left(A_{i}, B_{i}\right)\left\{x_{i}\right.$, that is, by Property 5.1, $\left[A_{i}, B_{i}\right] \subset x_{x_{i}}$. In other words, for any integer $1, x_{i} \in x_{x_{i}}$ with $x_{i} \in \mathbb{E}$, therefore, $\mathbb{E}$ being incl uded in $\mathcal{F}_{\mathscr{C}}$, from (3.4), $x_{x_{i}} \subset \mathcal{E}$ and consequently $X_{i} \in \mathscr{C}$ (i $\in \mathbb{N}$ ). This means that $X$ is an adherent point of $\mathcal{E}$ in $F$ (see for example Theorem 6.2 in (Dugundj1, 1966, p. 218)), that is, $X \in \bar{\ell}$, but $\mathscr{\varepsilon}$ has been supposed closed, therfore $X \in \mathcal{E}$ and $x_{V \in \mathcal{E}} \subset \mathscr{E}$. Hence, from (3.4), it has been proved that $V \in \in \mathbb{F}_{\mathscr{C}}$ in $\mathscr{F}$.

In what follows, a sufficient condition on $\psi$ is given under which its basis, $\mathscr{B}(\psi)$. satisfies the condition of minimal representation for $\psi$.

From now on, $E$ is the d-dimensional Euclidean space $\mathbb{R}^{d}$ or its subset $\mathbb{Z}^{d}$. equipped, respectively, with the Euclidean topology or with the relative Euclidean topology. and the $t . i$. mappings under consideration are from $\mathscr{F}$, the set of closed subsets of $E(\mathscr{F}$ is closed under translation), to $\mathcal{P}(E)$. It can be observed that the Euclidean topology or the relative Euclidean topology in $F^{F}$ satisfy all the assumptions made on the topological space $E$ at the begining of this section (Maragos (1985)).

Moreover, among these mappings the upper semi-continuous (u.s.c) ones from $\not \approx$ to $\neq$ are considered. A mapping $\psi$ from $\mathscr{F}$ to $\not \approx$ is $u . s . c$. iff for any compact subset $K$ of $E$, the set $\psi^{-1}\left(\mathscr{F}_{K}\right)$ is closed in $\mathscr{F}$ (see Matheron (1975) p. 222).

THEOREM 5.4 (Property of the basis of an u.s.c. t.i. mapping) - Let $\psi$ be an u.s.c. t.i. mapping from $\mathfrak{F l}$ to $\mathfrak{F}$ and $\mathfrak{B}(\psi)$ be the set defined by (5.1), then $\mathfrak{B}(\psi)$ satisfies the condition of minimal representation for $\psi$.

PROOF (The logic of this proof is the same as the one of Theorem 5.7 in Maragos (1985)): Let $\mathbb{x} \in \mathscr{F}(\psi)$, it is always possible to construct a subcollection of $\pi(\psi)$, say $\&$. ilnearly ordered (under $\{$ ) which contalns $f$, that is, $\mathfrak{x} \in \mathbb{R} \subset \mathcal{F}(\psi)$. By Lemma 2.1 in Maragos (1985), there exists a maximal linearly ordered (under $\{$ ) subcollection $\boldsymbol{m}$ of $\mathscr{F}(\psi)$ such that $\mathbb{E} \subset \mathfrak{M}$. Therefore, there exists $\mathbb{x}$, (namely, $x^{\prime}=V(\mathbb{I})$, such that, by supremum property,

$$
x\left\{V \Omega \left\{V m=x^{\prime}\right.\right.
$$

By Proposition 8.2.1 in Matheron (1975), $\mathscr{X}(\psi)$ is closed in $\mathfrak{F}$. By applying Lemma 5.3 (with $\mathcal{E}=\mathcal{K}(\psi)$ and $\mathbb{E}=\boldsymbol{m}$ ) and from (3.8), $\mathcal{E}^{\prime} \in \mathscr{F}(\psi)$. Furthemore, $\boldsymbol{m}$ being maximal in $\mathbb{R}(\psi)$. $x^{\prime} \in \mathscr{B}(\psi)$, because otherwise $x^{\prime}$ should not be a maximal element of $\mathcal{F}(\psi)$ and there should exist $\mathfrak{y} \in \mathcal{F}(\psi), \mathfrak{y} \neq \mathfrak{x}^{\prime}$.
such that $x^{\prime}\{\boldsymbol{y}$ ．In other words，there should exist a subcollection of $\mathfrak{F}(\psi)$ linearly ordered bigger than $\boldsymbol{N}$ ， （namely， $\boldsymbol{m} \cup(\mathfrak{y}\}$ ），and $\boldsymbol{j l}$ should not be maximal in $\boldsymbol{f}(\psi)$ which is a contradiction．

Theorem 5．4 1s，exactly，what is needed to derive sufficient conditions to guarantee that a $t .1$. mapping has a minimal representation or a dual minimal representation．

THEOREM 5．5（Minimal representation theorem－case of u．s．c．t．i．mappings）$-I f \psi$ is an u．s．c．t．i．mapping from F゙ to F゙ then $\psi$ has a mirimal representation by a supremum．a

PROOF：The result follows by applying Theorems 5．4 and 5．1 （with $\boldsymbol{a}$（

In what follows it is shown that Theorem 5．8 in Maragos（1985）（with $\mathscr{A}=\boldsymbol{F}$ ）can be derived from the above results．

COROLLARY 5．1（Maragos（1985））（Minimal representation of increasing t．i．u．s．c．mappings）$-L e t$－$\Theta$ A be the erosion by A from $\mathfrak{F r}$ to $\mathfrak{P}(E)$ ，defined by（2．8），$\psi$ be an increasing u．s．c．t．i．mapping from $\mathfrak{F r}$ to $\mathscr{F}$ and $\mathcal{B}(\psi)$ be the set of the minimal elements of the kernel of $\psi$ ，defined by（2．4），then

$$
\psi=\bigsqcup\{\cdot \Theta \check{A}: A \in \mathcal{B}(\psi)\}
$$

PROOF：The result follows by applying Theorems 5.4 and 5.3 （with $\mathscr{A}=$ が）

Let $\zeta$ be the collection of open subsets of $E$ ．

THEOREM 5．6（Dual minimal representation theorem－case of
u.s.c. t.i. mappings) - If $\psi$ is a t.i. mapping from $\mathcal{H}$ to $\xi$ which has an u.s.c. dual $\psi^{*}$ from $\mathcal{F r}^{\prime \prime}$ to $\mathcal{F r}^{\prime}$ then $\psi$ has $\alpha$ minimal representation by an infimum.

PROOF: If $\psi^{*}$ is an u.s.c. t.i. mapping from $\mathcal{F}$ to $\mathscr{F}$ then by Theorem 5.4, $\mathscr{B}\left(\psi^{*}\right)$ satisfies the condition of minimal representation for $\psi^{*}$. Hence the result follows by applying Theorem 5.2.

When $E=\mathbb{Z}^{d}$ is equipped with the relative Euclidean topology, then $F=\zeta$ and the above theorem even works for $t . i$ mappings which domain is $\mathcal{F}$, the collection of closed subsets of $E$.

Before ending this section, it can be observed that, for any $\boldsymbol{x} \in \boldsymbol{S}_{\mathcal{F}^{\prime}}$ the mapping $\boldsymbol{x}$ from $\mathcal{F}$ to $\mathcal{P}(E)$, defined by (3.9), is u.s.c. from $\mathfrak{F}$ to $\boldsymbol{F}$.

This can be proved in the following way: by Property 3.5, the kernel of 0 (A, B) from $\mathcal{F}$ to $\mathcal{P}(E)$ is:

$$
\begin{aligned}
\mathscr{K}(\cdot(A, B)) & =\{X \in \mathscr{F}: A \subset X \subset B\} \\
& =\{X \in \neq F A \in X\} \cap\{X \in \mathcal{F}: X \subset B\}
\end{aligned}
$$

By Corollary 4 p. 7 in Matheron (1975), $\{x \in \mathcal{F}: A \in X\}$ and $\{X \in \mathscr{F}: X \subset B\}$, with $B \in \mathscr{F}$, are closed in $\mathcal{F}$, so it is for
 Matheron (1975), this is equivalent to say that 0 for $x \in \mathbb{S}_{\mathscr{F}}$ is an u.s.c. mapping from $\mathcal{F}^{\boldsymbol{F}}$ to $\neq$. The basis of $0 x$ satisfies the condition of minimal representation and $1 s$, simply, the subcollection of $S_{\mathcal{F}^{\prime}}$ reduced to the single pair $x:$
$\mathfrak{P}(\cdot \boldsymbol{x})=\{\underset{y}{ }\}$.

This shows that the basis may be sometimes
finite.

## CHAPTER 6

## EXAMPLES

In this chapter some simple examples are presented to illustrate the theory. All along this chapter $E$ is the d-dimensional Euclidean space $\mathbb{R}^{d}$ or its subset $\mathbb{Z}^{d}$.

## 6.1 - COMPLEMENTARY TRANSFORMATIONS

Let $A \subset \mathcal{P}(E)$ be closed under translation. The mapping $C_{\mathscr{A}}$, defined in. Chapter 2 , which produces the complementary set of a set in $A$ is an example of $t .1$. mapping. Its kernel, defined by (2.4), is:

$$
\mathscr{K}\left(C_{\mathscr{A}}\right)=\{X \in \mathscr{A}: \quad 0 \in X\}
$$

Since $\mathbb{C}_{A}$ is a decreasing t.1. mapping, by Property 4.3.

In order to say something about its basis, some assumptions on $A$ must be made. If $\theta$ and $E-\{0\} \in \mathscr{A}$ then

$$
s\left(C_{\infty}\right)=[\theta(E-\{\infty\})],
$$

( $0, E-(0\})$ is the greatest pair in $\mathbb{R}\left(C_{\Omega 4}\right)$ and the basis of G redices to this single pair, that is,

$$
\mathscr{B}\left(C_{\mathscr{A}}\right)=\{(0, E-(0))\} .
$$

This basis satisfies the minimal representation condition for $C_{\mathscr{A}}$, hence, by applying Theorems 5.1 and 5.3 (with $\mathcal{B}\left(C_{\mathscr{A}}\right)=\{E-\{0\}\}$, the following formulae can be, respectively, derived:

$$
\begin{equation*}
x^{c}=(x \ominus \check{\theta}) \cap\left(x^{c} \ominus(\check{o}\}\right) \quad(x \in \mathscr{A}) \tag{6.1}
\end{equation*}
$$

and

$$
x^{c}=x^{c} \theta\{\check{0}\} \quad(x \in \mathscr{A}) .
$$

If $E$ is a d-dimensional Euclidean space and $\mathscr{A}=\mathscr{F}$ (the collection of closed subsets of $E$ equipped with the Euclidean topology), then $E-(0)$ is an open set, that is, it does not belong to $A$ and thus the above aimplificcation does riot. occur. In this case, $\mathcal{H}\left(\mathrm{C}_{\mathcal{F}}\right)$ has no maximal element. This can be seen as follows. $\mathscr{K}\left(\mathrm{C}_{\mathscr{F}}\right)=\{x \in \mathscr{F}: x \in E-\cos \}$ and for any $x \in \mathscr{X}\left(\mathrm{C}_{\mathscr{F}}\right)$ $X^{c} \cap E-\operatorname{co\} } \neq \varnothing$ since $X^{c} \neq \theta(X \neq E)$ and $\left.X^{c} \neq<0\right\}\left(X^{c}\right.$ is open); hence there exists $X^{\prime} \in \mathscr{K}\left(C_{\mathscr{F}^{\prime}}\right)$ such that $X \subset X^{\prime}$ and $x \neq X^{\prime}$, e.g. $X^{\prime}=X+\{x\}$ where $x \in X^{c} \cap E-\{0\}$. Since $\mathscr{F}\left(\mathrm{C}_{\mathscr{F}}\right)$ has no maximal element, $\mathfrak{B}\left(\mathrm{C}_{\mathscr{F}}\right)$ is empty and the minimal representation condition is not fulfilled, then just Theorem 4.1 works and leads to the formula:

$$
\begin{equation*}
X^{c}=U\left\{X^{c} \ominus \check{B}: B \in \mathscr{G} \text { and } o \in B\right\}(X \in \mathscr{F}), \tag{6.2}
\end{equation*}
$$

where $\xi$ denotes the collection of open subsets of $E$.

Let $\bar{C}_{\mathscr{A}}$ denote the mapping from $\mathscr{A}$ to $\mathcal{P}(E)$, defined by

$$
\bar{c}_{\mathscr{A}}(\mathrm{X})=\overline{\mathrm{x}^{c}}
$$

for any $x \in \mathscr{A}$. The mapping $\overline{\mathrm{C}}_{\mathscr{F}}$ is t.i. from $\mathfrak{F}$ to $\mathfrak{F}$. In this case also, $f\left(\overrightarrow{\mathrm{c}}_{\mathscr{F}}\right)$ has no maximal element. This can be seen as follows.

$$
\mathscr{K}\left(\overline{\mathrm{c}}_{\mathscr{F}}\right)=\left\{x \in \mathscr{F}: \quad 0 \in \overline{x^{c}}\right\}
$$

$$
\begin{aligned}
& =\left\{x \in \mathfrak{F}: 0 \in{\overline{X^{c}}}^{c}\right\} \\
& =\{x \in \mathfrak{F}: 0 \in \dot{x}\} \\
& =\{x \in \mathcal{F}: \dot{x} \in E-\{0\rangle\}
\end{aligned}
$$

and for any $X \in \mathcal{K}\left(\bar{C}_{\mathscr{F}}\right) X^{c} \cap E-(0\rangle \neq \theta$ since $X^{c} \neq \theta(X \times E$ since $E=E \notin E-\{0\})$ and $X^{c} \times\{0\}\left(X^{c}\right.$ is open); hence there exists $X^{\prime} \in \mathcal{K}\left(\bar{C}_{\mathcal{F}^{\prime}}\right)$ such that $X \subset X^{\prime}$ and $X \neq X^{\prime}$, e.g.. $X^{\prime}=x+\{x\}$ where $x \in X^{c} \cap E-\{0\}, X^{\prime} \in \mathcal{K}\left(\bar{c}_{\not F^{\prime}}\right)$ since $\dot{X^{\prime}}=(X+(0))=\dot{X}+(0)=\dot{X}$. Since $\tilde{X}\left(\overline{\mathrm{C}}_{\nexists}\right)$ has no maximal element, $\mathfrak{B}\left(\bar{C}_{\mathscr{F}}\right)$ is empty and the minimal representation condition is not fulfilled. It can be observed that Theorem 5.6 does not apply since $\overline{\mathrm{C}}_{\mathfrak{F}}$ is not u.s.c. (actually, $\overline{\mathrm{C}}_{\mathfrak{F}}$ is lower semi-continuous, see Corollary 2 p. 9 in Matheron (1975)). $\overline{\mathrm{C}}_{\mathfrak{F}}$ is decreasing and, finally, just Theorem. 4.1 works and leads to the formula:

$$
\begin{equation*}
\overline{X^{c}}=U\left\{X^{c} \oplus \check{B}: B \in \xi \text { and } o \in \bar{B}\right\} \quad(X \in \mathscr{F}) . \tag{6.3}
\end{equation*}
$$

In formulae (6.2) and (6.3), $X^{c}$ and B are open sets and, consequently, $X^{c} \ominus \check{B}$ is a closed set. Hence, formula (6.2) shows an union of closed sets that leads to an open set and formula (6.3) shows an union of closed sets, from a bigger family, that leads to a closed set.

If $E=\mathbb{Z}^{d}$, equipped with the relative Euclidean topology, then $\mathscr{F}=\mathcal{P}(\mathrm{E})$ and if $\mathscr{F}$, then $\mathscr{A}=\mathcal{P}(E), E-(0) \in \mathscr{A}, \quad \overline{\mathrm{C}}_{\mathscr{F}}=\mathrm{C}_{\mathscr{F}}$ and the above first analysis, leading to formula (6.1) holds. By Corollary 4 p. 7 in Matheron (1975),

$$
\mathscr{K}\left(C_{\mathscr{F}}\right)=\{x \in \mathscr{F}: x \in E-(0)\}
$$

is a closed in $\mathfrak{F r}$ and, by Property 8.2.1 in Matheron (1975), $C_{\mathscr{F}}$ is u.s.c. and Theorem 5.5 can be applied, to derive formula (6.1). Actually, $C_{\neq}$, being both lower and upper semi-continuous, is a continuous mapping with respect to the Hit-Miss topology.

## 6. 2 - EDGE EXTRACTION

Some edge extraction mappings useful in the area of image processing may be examples of inf-separable mappings.

Let $D \in \mathcal{P}(E),(|D|>1)$, and $\mathscr{A} \subset \mathcal{P}(E)$ be closed under translation. The mapping $\psi$ from to $\mathcal{P}(E)$ defined by

$$
\psi(X)=(X \oplus \check{D}) \cap\left(X^{c} \oplus \check{D}\right),
$$

sometimes written,

$$
=(X \oplus \check{D})-(X \in \check{D}),
$$

for any $X \in \mathscr{A}$. 1s. by Theorem 4.2, with $\psi_{1}=\oplus \dot{D}$ and $\psi_{2}={ }^{c} \oplus$ D. an inf-separable $t .1$. mapping. This mapping produces one version of the edge of a set in $A$.

The kernels of $\psi_{1}$ and $\psi_{2}$, defined by (2.4),
are:

$$
\mathscr{K}\left(\psi_{1}\right)=\{x \in \mathscr{A}: \mathrm{x} \cap \mathrm{D} \neq \varnothing \in
$$

and

$$
\mathscr{K}\left(\psi_{2}\right)=\left\{x \in \mathscr{A}: x^{c} \cap D \neq 0\right\},
$$

then, by Property 4.4,

$$
\mathcal{F}(\psi)=\left\{(A, B) \in \oiint_{\mathscr{A}}: A \cap D \neq 0 \text { and } B^{c} \cap D \neq 0\right\} .
$$

Figure 6. 1 shows a pair (A, B) in $\mathcal{F}(\psi)$.


Fig. 6.1 -Example of a pair (A, B) belonging to $\mathscr{F}((\cdot \oplus D) \cap(C \oplus D))$, the set of extremity pairs of the closed intervals contained in the kernel of an edge detection mapping caracterized by $D$. $A$ and $B^{c}$ must hit $D$ and $A$ must be contained in $B$.

In order to write the basis of $\psi$ in a simple way, let us assume that $\mathscr{A}=\mathcal{P}(E)$. In this casio, any subsets of the type $\{x\}$ or $\{x\}^{c}$ are in $\mathscr{A}$ and the sets $\mathcal{B}_{1}$, of the minimal elements of $\mathcal{K}\left(\psi_{1}\right)$, and $\mathcal{B}_{z}$, of the maximal elements of $K\left(\psi_{2}\right)$, are:

$$
s_{1}=\{X \in \mathcal{P}(E): X=\{x\} \text { and } x \in D\}
$$

and

$$
\mathcal{B}_{2}=\left\{X \in \mathcal{P}(E): X=\{x\}^{c} \text { and } x \in D\right\}
$$

By Property 5.3.
$\mathfrak{B}(\psi)=\left\{(A, B) \in \oiint_{\mathcal{P}(E)}: A=\{a\}, B=\{b\}^{c}\right.$ and $\left.a, b \in D\right\}$.
This basis satisfies the minimal representation condition for $\psi$, hence, by applying Theorem 5.1 and noting that $\mathrm{X} \in\{\overline{\mathrm{h}}\}=\mathrm{X}_{-\mathrm{h}}$ and $\mathrm{X}_{-\mathrm{h}} \cap \mathrm{X}_{-\mathrm{h}}^{\mathrm{c}}=\varnothing$, the following formula can be derived:

$$
(X \oplus \check{D}) \cap\left(X^{c} \oplus \check{D}\right)=U\left\{x_{-a} \cap X_{-b}^{c}: a, b \in D\right\}
$$

$$
\begin{equation*}
(X \in \mathscr{A}) . \tag{6.4}
\end{equation*}
$$

On the other hand, if $E=\mathbb{Z}^{d}$, equipped with the relative Euclidean topology, and $\mathscr{A}=\boldsymbol{z}$ then $\mathscr{A}=\mathscr{P}(E)$ and $\psi$ is continuous, as intersection of two continuous mappings, that is, $\psi$ is, in particular, u.s.c. and Theorem 5.5 can be applied to derive formula (6.4).

Of course, there are other ways to prove formula (6.4). One way is by distributivity of intersection and urion and by applying Theorem 5.3 to $\psi_{1}$ and $\psi_{2}$, with $\mathcal{B}_{1}\left(\psi_{1}\right)=\mathcal{B}_{1}$ and $\mathcal{B}_{2}\left(\psi_{2}\right)=\mathcal{B}_{2}$, since, by Properties 4.3 and 5.3. with $\mathscr{A}=\mathcal{P}(E)$.

$$
\begin{aligned}
& \mathfrak{B}\left(\psi_{2}\right)=\mathcal{B}_{1} \times\{E\}, \\
& \mathscr{B}\left(\psi_{2}\right)=\{\mathscr{E}\} \times \mathcal{B}_{2}
\end{aligned}
$$

and both satisfy the minimal representation condition for, respectively, $\psi_{1}$ and $\psi_{2}$. Another way is by applying Theorem 5.3 to $\psi$, with $\mathcal{B}_{1}(\psi)=\mathcal{B}_{1}$ and $\mathcal{B}_{2}(\psi)=\mathcal{B}_{2}$, since, by Properties 4.3 and 5.3. with $A=\mathscr{P}(E), \mathscr{B}(\psi)=B_{1} \times B_{2}$ and satisfies the minimal representation condition for $\psi$.

## 6. $3 \cdot$ REPRESENTATION FOR • O BY AN INFIMUM

The following example shows an application of the dual minimal representation theorem.

Let $\mathscr{A} \subset \mathcal{P}(E),(A, B) \in \mathscr{S}_{\mathcal{P}(E)}$ and $\psi$ be the mapping - O (A, B) from $\mathscr{A}$ to $\mathcal{P}(E)$, defined by (3.8). The dual mapping of $\psi$ (see Section 3.2) is the mapping - (A, B) from $\mathbb{A}^{*}$ to $\mathcal{P}(E)$, derined by (3.11). By Property 3.7,

$$
R\left(y^{*}\right)=\left\{(U, V) \in \mathscr{S}_{A^{*}}:(U, V) \vee(A, B) \neq(\boldsymbol{G}, E)\right\} .
$$

Figure 5. 2 shows two pairs (U, V) in $\bar{H}\left(\psi^{*}\right)$.

(a)

(b)

Fig. 6.2 - Example of two pairs (U, V) belonging to $\mathscr{F}(\cdot$ ( $A, B))$. U must hit $A(a)$ or $V$ must not contain $B^{C}(b)$ and $U$ must be contained in $V$.

In order to write the basis of $\psi^{*}$ in a simple way, let us assume that $\notin \mathcal{P}(E)$. In this case any subset of $E$ of the types $(x)$ or $(x)^{c}$ are in $\mathscr{A}$ and the basis of $\psi^{*}$ is:
$\mathfrak{B}\left(\psi^{*}\right)=\left\{(U, V) \in \oiint_{\mathcal{P}(E)}:\left\{\begin{array}{l}(U, V)=((x), E) \text { and } x \in A \\ \left.(U, V)=\left(\theta,(x)^{c}\right) \text { and } x \in B^{c}\right\}\end{array}\right\}\right.$.
This basis satisfies the minimal representation condition for $\psi^{*}$, hence, by applying Theorem 5.2 and noting that $x \oplus\langle h\rangle=X_{-h}$, the following formula can be derived:

$$
x \bullet(A, B)=\left(\cap\left\{x_{-x}: x \in A\right\}\right) \cap\left(\cap\left\{x_{-x}^{c}: x \in B^{c}\right\}\right)
$$

$$
\begin{equation*}
(X \in \mathscr{A}) \text {. } \tag{6.5}
\end{equation*}
$$

On the other hand, if $E=\mathbb{Z}^{d}$, equipped with the relative Euclidean topology, and $\mathscr{A}=\xi$ then $\mathscr{A}=\mathscr{F}=\mathcal{P}(E)$ and $\psi^{*}$ is continuous as union of continuous mappings, that is, $\psi^{*}$ is, in particular, u.s.c. and Theorem 5.6 can be applied to derive formula (6.5).

Of course, there are other ways to prove formula (6.5).

## 6. 4 - SHAPE RECOGNI TION

The last example is the so called window transformation, introduced by Crimmins and Brown (1985) in the field of automatic shape recognition.

Let $W \in \mathcal{P}(E)$, a mapping $\psi$ from $\notin$ to $\mathcal{P}(E)$ is called a window transformation with respect to a window $W$, if and only if, there exists a subcollection $\mathcal{D} \subset \mathcal{P}(W)$ such that

$$
\psi(X)=\left\{x \in E: W \cap X_{-x} \in \mathcal{D}\right\}
$$

for any $\mathrm{X} \in \mathscr{A}$. The mapping $\psi$ "recognizes" in particular all the shapes in $A$ which are in $\mathcal{D}$ by producing a point marker. In another way.

$$
\psi(X)=\left\{x \in E: X \in\{x \in \mathscr{A}: W \cap X \in \mathcal{D}\}_{X}\right\}
$$

therefore, identifying with expression (2.5),

$$
\varepsilon=\{x \in \mathscr{A}: W \cap x \in \mathcal{D}\}
$$

and by applying Property 2.3, $\psi$ is a t.i. mapping and its kernel is:

$$
\mathscr{K}(\psi)=\{x \in \mathscr{A}: w \cap X \in D\} .
$$

Figure 6.3.a shows one typical element of $\mathcal{K}(\psi)$ when $w$ is a rectangle and $\mathcal{D}$ contalns a triangle.

Let $U \in D$ and $V \in \mathcal{P}(E-W)$, and let $X=U+V$, then $W \cap X \in \mathcal{D}$. Conversely, for any $X$,

$$
X=X \cap W+X \cap W^{c}
$$

thus, if $W \cap X \in D$ then $X=U+V$ with $U=X \cap W \in D$ and $V=\mathrm{K} \cap W^{e} \in \mathcal{P}(E-W)$. Consequeritly,

$$
\begin{equation*}
\mathscr{K}(\psi)=\{X \in \mathscr{A}: X=U+V, U \in D \text { and } V \in P(E-W)\} \tag{6.6}
\end{equation*}
$$

Let $U \in \mathcal{P}(W)$. if $X=U+V$ with $V \in \mathcal{P}(E-W)$ then $U \subset X \subset U+(E-W)=(W-U)^{c}$. Conversely, if $U \subset X \subset(W-U)^{c}$ then $X=U+V$ with $V \subset E-W$, that is, $V \in \mathcal{X}(E-W)$. Consequently, for any $U \in \mathcal{P}(W)$,

$$
\begin{aligned}
\{x \in \mathscr{A}: X=U+v \text { and } v & \in \mathcal{P}(E-W)\} \\
& =\left\{x \in \mathscr{A}: U \subset X \subset(W-U)^{c}\right\}
\end{aligned}
$$

and, from (6.6),

$$
\begin{equation*}
\mathscr{K}(\psi)=U\left\{\left\{X \in \mathscr{A}: U \subset X \subset(W-U)^{c}\right\}: U \cup \in \mathcal{B}\right\} . \tag{6.7}
\end{equation*}
$$

By Property 3.5 and Lemma 2.5.

$$
\psi(X)=U\left\{X \circ\left(U,(W-U)^{c}\right): U \in D\right\} \quad(X \in \mathscr{A})
$$

or equivalently, from (2.9),

$$
\begin{equation*}
\psi(X)=U\{X \in(U,(W-U)): U \in D\} \quad(X \in \mathscr{A}) . \tag{6.8}
\end{equation*}
$$


(a)

(b)

(c)

Fig. 6.3 - Example of kernel elements of a window transformation with respect to the window $W$ and the collection $D$, containing at least a triangle U. (a) shows a particular element $X(X \cap W=U)$, (b) and (c) show the elements of the corresponding maximal pair ( $\left.U .(W-U)^{c}\right)$.

Formula (6.8) is the same as the one given by Maragos (1985 p. 160) and its right hand term is called here the Crimmins and Brown's representation for window transformations. In what follows, in the non trivial case
for which $D$ has more than one element, it is shown that, under some circumstances, such representation can be derived from the minimal representation for t.1. mappings.

For the moment, let us assume that the above collection $D$ satisfies the following assumption.

ASSUMPTION 6.1 - For any $U_{1}$ and $U_{2} \in D$, comparable $\left(U_{1} \subset U_{2}\right)$ and distinct $\left(U_{1} \neq U_{2}\right)$, there exists $X \in$ such that $U_{1} \subset X \cap W \subset U_{2}$ and $X \cap W \in D$.

Under this assumption, the set $\mathcal{F}(\psi)$, defined by (3.8), is:

$$
\begin{aligned}
& \mathscr{F}(\psi)=\left\{x \in \mathscr{F}_{\mathscr{A}}: x=\left(U_{1}+V_{1}, U_{2}+V_{2}\right), U_{1}, U_{2} \in \mathcal{D}\right. \\
&\left.U_{1}=U_{2} \text { and } V_{1}, V_{2} \in \mathcal{P}(E-w)\right\}
\end{aligned}
$$

This can be seen as follows. From (3.8) and (6.6), the pairs $x$ in $F(\psi)$ are of the form $\underset{F}{ }=\left(U_{1}+V_{1}, U_{2}+V_{2}\right)$ with $U_{1}, U_{2} \in \mathcal{D}$ and $V_{1}, V_{2} \in \mathcal{P}(E-W)$. Firstly, among such pairs those belonging to $\$_{\mathscr{A}}$ and for which $U_{1}=U_{2}=U$ belong to $\mathscr{F}(\psi)$ since the following statements can be successively established

$$
x\left\{\left(U,(W-U)^{c}\right)\right. \text {. }
$$

by Property 5.1.

$$
x_{x} \subset x_{\left(U,(w-u)^{c}\right)}
$$

from (6.7),
$\subset \mathscr{K}(\psi)$,
from (3.8),

$$
\boldsymbol{x} \in \mathbb{X}(\psi)
$$

Secondly, among such pairs those belonging to $S_{A}$ and for which $U_{1} \neq U_{2}$ do not belong to $f(\psi)$ since, there exists,
from Assumption $6.1 \mathrm{X} \in \mathscr{A}$ such that $X \in \mathcal{X}_{\mathcal{X}}$ and $X \notin \mathcal{K}(\psi)$, i.e., $x_{X} \in \mathscr{K}(\psi)$ and, from (3.8), $\in \mathbb{X}(\psi)$.

In order to write the basis of $\psi$ in a simple way, let us assume that $(W-U)^{c} \in \mathscr{A}$ for any $U \in \mathscr{A} \cap D$. In this case, the basis of $\psi$ is:

$$
\mathfrak{B}(\psi)=\left\{\mathfrak{x} \in \mathscr{S}_{\mathscr{A}}: \mathfrak{x}=\left(U,(W-U)^{c}\right) \text { and } U \in \mathcal{D}\right\}
$$

since ( $U, U+(E-W)$ is the maximal pair (under $\{$ ) of the set of pairs

$$
\left\{x \in \oiint_{\mathscr{A}}: \mathfrak{x}=\left(U+v_{1}, U+v_{2}\right) \text { and } v_{1}, v_{2} \in \mathcal{P}(E-W)\right\}
$$

Figure 6.3.b-c shows both elements of a typical pair of $\mathfrak{B}(\psi)$.

This basis satisfies the minimal representation condition for $\psi$, hence, by applying Theorem 5.1 , the formula (6.8) can be derived.

If $\mathcal{D} \subset \mathfrak{F r}, \mathscr{A}=\mathcal{F}$ and the window $W$ is an open subset of $E$, then, for any $U \in \mathcal{D}, U$ and $(W-U)^{c}$ are closed subsets of $E$ and, by Corollary 4 p. 7 in Matheron (1975), the sets

$$
\{x \in \mathfrak{F}: x>u\}
$$

and

$$
\left\{X \in \mathcal{F}: x \subset(H-U)^{c}\right\}
$$

are closed in $\mathcal{F}$. Furthermore, if $D$ is a fintte collection then, from ( 6.7 ). $\mathcal{K}(\psi)$ is closed in $\not \approx$ and, by Proposition 8.2.1 in Matheron (1975), this is equivalent to say that $\psi$ is an u.s.c. mapping from $\mathfrak{F}$ to $\mathfrak{F}$. Hence. Theorem 5.5 can be applied to derive formula (6.8).

Actually, Assumption 6.1 was made just to derive, from the minimal representation theorem, Crimmins and Brown's representation leading to formula (6.8). If $D$ does not satisfy Assumption 6.1 then, for window transformations, the minimal representation may be simpler than Crimmins and Brown's representation in the sense that $\psi$ is the supremum of a smaller class of elementary mappings. In the increasing case, example 5.9 in Maragos (1985) illustrates this point. In the not necessarily increasing case, the $K$-tolerance matching is another 111ustrative example. Let $K$ and $W \in \mathcal{P}(E)$, a mapping $\psi$ from $\$$ to $\mathcal{P}(E)$ is called $K$-tolerance matching ${ }^{1}$, if and only if, there exists a subcollection $\mathcal{J} \subset \mathcal{P}(W)$ such that $\psi$ is a window transformation from $A$ to $\mathcal{P}(E)$ with respect to $W$ and the subcollection $D$ defined by

$$
\mathcal{D}=\{X \in \mathcal{P}(E): T \Theta \check{K} \subset X \subset(T \oplus \check{K}) \cap W \text { and } T \in \mathcal{J}\}
$$

The mapping $\psi$ "recognizes" in particular all the shapes in $\mathscr{A}$ which are similar to the ones in $\mathcal{J}$ within K-tolerant 11 mits .

As a window transformation, $\psi$ can be represented as in (6.8). On the other hand, by definition, $D$ may not satisfy Assumption 6.1 (this depends upon of) and a simpler representation may be suspected.

Let us assume that the above collection $\mathcal{J}$ satisfles the following assumption.

ASSUMPTION 6. 2 - For any $T_{1}$ and $T_{2} \in \mathcal{J}$, comparable in the sense that $T_{1} \Theta \check{\mathrm{~K}} \subset \mathrm{~T}_{2} \oplus \check{\mathrm{~K}}$ and distinct $\left(\mathrm{T}_{1} \neq \mathrm{T}_{2}\right)$, there exists $X \in \mathscr{A}$ such that $T_{1} \Theta \check{K} \subset X \cap W \subset T_{2} \oplus \check{K}$ and $X \cap W \notin D$.
${ }^{F}$ This definition has been communicated to the authors by $R$. M. Haralick.

Under this assumption, the set $\tilde{f}(\psi)$, defined
by (3.8), is:

$$
\begin{aligned}
\mathscr{N}(\psi)= & \left\{x \in \mathbb{S}_{\mathscr{A}}: \mathfrak{x}=\left(U_{1}+V_{1}, U_{2}+V_{2}\right), T \in \check{K} \subset U_{1},\right. \\
& \left.U_{2} \subset(T \oplus \check{K}) \cap W, T \in \mathcal{J} \text { and } V_{1}, V_{2} \in \mathcal{P}(E-W)\right\} .
\end{aligned}
$$

This can be seen as follows. From (3.8) and (6.6), the pairs $\mathfrak{F}$ in $\mathscr{F}(\psi)$ are of the form $\mathscr{F}=\left(U_{1}+V_{1}, U_{2}+V_{2}\right)$ with $U_{1}, U_{2} \in \mathcal{D}$ and $V_{1}, V_{2} \in \mathcal{P}(E-W)$. Firstly, among such pairs those belonging to $\mathscr{S}_{\mathscr{A}}$ and for which $T \Theta \check{K} \subset U_{1}$ and $U_{2} \subset(T \in K) \cap W$ with $T \in J$ belong to $\mathcal{F}(\psi)$ since, for any $T \in J$, the following statements can be successively established

$$
x\left\{\left(T \oplus \check{K},(W-(T \oplus \check{K}))^{c}\right),\right.
$$

by Property 5.1,

$$
\begin{aligned}
& \left.x_{\mathcal{X}} \subset x_{(T} \oplus \check{K},(W-(T \oplus \check{K}))^{c}\right) \\
& \subset \mathscr{X}(\psi) .
\end{aligned}
$$

The last inclusion is true since any $X \in X_{X}$ verifies $T \neq K \subset X \cap W \subset(T \notin \check{K}) \cap W$, which implies, by definition of $\mathcal{D}$. that $X \cap W \in \mathcal{D}$ and consequently, by definition of $\psi$, that $x \in \mathscr{X}(\psi)$. Therefore, from (3.8), $\mathcal{E} \in \mathcal{F}(\psi)$. Secondly, among such pairs those belonging to $S_{A}$ and for which $\mathrm{T} \ominus \check{\mathrm{K}} \notin \mathrm{U}_{1}$ or (exclusive or) $\subset \mathrm{U}_{2} \varnothing \mathrm{~T} \oplus \check{\mathrm{~K}}$, with $\mathrm{T} \in \mathcal{J}$. i.e. (recalling that $U_{1}$ and $U_{2}$ must belong to $D$ ), the pairs of $\$_{\mathscr{A}}$ for which $T_{1} \ominus \check{K} \subset U_{1}, U_{2} \subset T_{2} \oplus \check{K}$, with $T_{1}, T_{2} \in \mathcal{J}$, $T_{1} \ominus \check{K} \subset T_{2} \oplus \check{K}$ and $T_{1} \neq T_{2}$, do not belong to $\mathcal{K}(\psi)$ since, there exists, from Assumption $6.2 \mathrm{X} \in \mathscr{A}$ such that $\mathrm{X} \in X_{x}$ and $x \in \mathscr{K}(\psi)$, i.e., $X_{\mathcal{K}} \in \mathscr{K}(\psi)$ and, from (3.8), $\mathcal{E} \in(\psi)$.

If $I \ominus \check{K}$ and $(W-(T \oplus \check{K}))^{c} \in \mathscr{A}$ for any $T \in \mathcal{J}$ then the basis of $\psi$ is precisely:
$\mathfrak{B}(\psi)=\left\{x \in \mathscr{S}_{\mathscr{A}}: x=\left(T \in \check{K},\left(W-(T \oplus K \check{K})^{c}\right)\right.\right.$ and $\left.T \in \mathcal{J}\right\}$.
This basis satisfies the minimal representation condition for $\psi$, hence by applying Theorem 5.1, the following formula can be derived:

$$
\psi(X)=U\left\{X \otimes\left(T \ominus \check{K},\left((W-(T \oplus \check{K}))^{c}\right): T \in \mathcal{J}\right\}\right.
$$

$$
(x \in \mathscr{A}) . \quad(6.9)
$$

Formula (6.9) is simpler than formula (6.8) in the sense that $\mathcal{J} \subset \mathcal{D}$ and may be much smaller than $\mathcal{D}$.

If $\mathcal{J}$ does not satisfy Assumption 6.2 then for K -tolerance matchings, the minimal representation may even lead to a simpler formula than (6.9).

$$
\text { Making } K=(0\} \text {, it can be observed that the }
$$

K-tolerance matching with respect to $\mathcal{J}$ reduces to a window
transformation with respect to $D=\mathcal{J}$ and ( 6.9 ) and
Asisumption 5.2 reduce, respectively, to (6.8) and
Assumption 6.1.
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## CONCLUSION

In this paper, representations for t.1. mappings $\psi$ are introduced. It is proved that any of these mappings can be represented as the supremum of a famdly of elementary mappings, - $x$, with $x$ in the set $\mathcal{F}(\psi)$ of pairs of structural elements, or, in its dual form, as the infimum of another family of elementary mappings, $0 x$, with $x$ in the set $f\left(\psi^{*}\right)$. For a given $\psi$, the simpler form, if any, may be chosen.

It is also proved that if the $t$.i. mapping $\psi$ is u.s.c. then it has a minimal representation by a supremum, that is, there is a subset of $\mathbb{F}(\psi)$, called the basis of $\psi$ that can be used to represent $\psi$ in a minimal way. If $\psi^{*}$ is u.s.c. then $\psi$ has a minimal representation by an infimum. It is important to note that the u.s.c. condition can be applied only for those $t$.i. mappings or their dual which domain is the collection of closed subsets of $E$, but that other $t .1$. mappings may have a minimal representation.

Among the examples of t.i. mappings, the Interesting case of the inf-separable $t . i$. mappings are presented. When the t. 1. mappings are only increasing their general representations reduces to Matheron's representations or Maragos' minimal representations.

Finally, three topics for future research can be outlined: the proposed representations are well adapted to be implemented on simple highly parallel architectures, which should lead to efficient image processings; in practice exact representations of the mapping $\psi$ may not be
necessary, in such case, it should be possible to construct approximations for $\psi$ from subsets of its basis; the results derived here, for set mappings, should be extended to function mappings, orfering a new tool for digital signal processing.
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