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Abstract. The meteorological data assimilation process can be described asa procedurethat
uses observational data to improve the weather forecast produced by means of a
mathematical model. Traditional methods include the Kalman filter. However, this method
demands a heavy computational power. Recently, neural networks have been proposedas a
new method for meteorological data assimilation by employing a multilayer perceptron
network to emulate Kalman filtering at alower computational cost. Thispaper presentsa new
scheme for learning process for the multilayer perceptron network, giving a more stable
behavior for the assimilated data. Numerical results are shown for the onedimensional
shallow water meteorological model.

Keywords. Data assimilation, Artificial neural networks, Learning process, Numerical
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1. INTRODUCTION

The data assmilation process can be described as a procedure that uses observationd
data to improve the prediction made by an inaccurate mathematicd modd. For example,
suppose a computationa model where many properties are only expressed gpproximatdy, like
turbulent fluxes. Typicdly, the assmilaion process can be outlined as a two dep process
(Yang & Catton, 1998):

Forecast step: W, =Flw’]
Andyds sep: wi=w+d.

where w, represents mode dae variable a time step n; F[] is the mathematica (forecast)
modd, superscripts f and a denote forecast and anadyzed vaues respectivey, and d, is the
innovation of the observetiond data

Seved mehods of data assmilaion have been deveoped for ar qudity problems
(Zannetti, 1990), numerical wegther prediction (Ddey, 1991), and numericd oceanic
amulation (Bennet, 1992). In the case of amospheric continuous data assmilation there are
many determinisic and probebiligic methods (Ddey, 1991). Deterministic gpproaches
incdlude dynamic relaxation, variationd methods and Lagplace tranform, whereas probabilistic
goproaches indude optimd interpolation and Kaman Filtering. Dynamic relaxation assumes
the prediction modd to be perfect, as does Laplace trandorm. Vaiationd methods and
optima interpolation can be regarded as minimum-mean-square estimation of the amosphere.

In the Kaman filtering, the andlyss innovetion d, is computed as a linear function of the
misfit between observation (superscript o) and forecast (superscript f):

d.=G.(w, - H.,w,) @

where G. is the weght (gan) matrix, ; is the observed vaue of y and H. is the

obsarvation matrix. An  adgptive  extended Kamen filter has been teted in drongly
nonlinear dynamica sysems for assmilation procedure, such as the Lorenz chaotic system.
Kdmen filtering has the advantage of minimizing the eror in the assmilaion plus
propagating this minimized eror from one dda insation to the next. However, this process
involves a heavy computationd load, in paticular for large meteorologicd sysems. A
drategy to dleviate this load is the use of neurd networks to emulate the accuracy of the
Kdmen filtering (Jazwinski, 1970; Todling, 1997; Nowosad et d., 2000). Neurd networks
(Haykin, 1994) can be efficiently gpplied to mgp two data sets Severd architectures have
been proposed for neurd networks, in paticular Multilayer Perceptron with backpropagation
learning (Haykin, 1994) can be mentioned.

In a recent paper, Gardner and Dorling (1998) did a survey on gpplicaions of atificid
neurd networks (ANN) in meteorology, where a brief introduction about ANN and the
backpropagation agorithm ae shown. It dso cites gpplications in the amospheric sciences
amng a () predicion (ar-qudity: surface ozone concentration, sulfur  dioxide
concentrations, severe wegther; Indian monsoon, Brazilian rainfdl anomdies, solar radiaion);
(i) function gpproximaion (ar-qudity, modding of nortlinear trandfer functions), and, (iii)
patern cdassfication (doud dasdficaion; didinction between douds and ice or sow;
classfication of amospheric dreulation patterns, land cover dassfication; cdassfication of
convergence lines from radar imagery; etc.). Although, the use of ANN for data assmilation



can be undersood as a case of function approximetion, this application was not mentioned in
Gardner and Dorling's paper.

The current work is based on an goplication of neurd network with backpropagation
learning for data assmilation. This paper shows the drategies used to optimize the training
phase. A new scheme fa learning process for the multilayer perceptron network is based on
the changing the bias update, producing a more dtable behavior for the assmilated data The
traning was gpplied on the Shdlow Water modd (Lynch, 1984). The next section provides a
brief introduction to neurd networks. However, it is not the am of this paper to present an
overview on ANN. Instead, a brief description of the ANN used is focused: the Multilayer
Perceptron  with backpropagetion learning (Haykin, 1994). A further section discusses the
neurd network architecture used for the data assmilation gpplication. The find section adds
some comments and remarks.

2. MULTILAYER PERCEPTRON NEURAL NETWORKSWITH BACK-
PROPAGATION LEARNING

An ANN is an arrangement of units characterized by:

alarge number of very smple neurontlike processing units;

a large number of weight-biased connections between the units, where the knowledge of

the network is stored;

ahighly parald, ditributed contral.

The processng dement (unit) in an ANN combines linealy multiple weighted inputs thet
ae forwarded to an activation function. There are severd different architectures of ANN,
most of which depend on the learning Strategy adopted.

The multilayer perceptron with backpropagation learning, or  backpropagation neurd
network, is a feedforward network composed of an input layer, an output layer, and a number
of hidden layers for extracting high order datistics from the input data. Each of these layers
that may contain one or more neurons. This is ypicdly known as supervised learning as both
the input and the expected output are fed with deta to train the network.

Figure 1 shows a backpropagation neurd network with one hidden layer. Functions g and
Faw provide the activation for the hidden layer and the output layer, respectivdy. In order to

meke the network more flexible to solve nonlinear problems, the activation functions for the
hidden layer are Sgmoid functions.
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Figure 1. Multilayer Perceptron with one hidden layer with m neurons.



Mathemeticaly, a perceptron network smply maps input vectors of red vaues into output
vectors of red vaues. The connections in the figure have associated weights that are adjusted
during learning process, thus changing the performance of the network.

There are two digtinct phases in the usage of an ANN: the training phase (learning process)
and the running phase (activation of the network). In the training phese, the weights are
adjused for the best performance of the network in mapping the many input-output vector
pars. In the activation phase, once the weights are established, new inputs are presented to the
network in order to compute the corresponding outputs, based on wha it has learned in the
previous phase.

The traning phase of a multilayer perceptron is controlled by a supervised learning
dgorithm. The main difference between supervised and unsupervised learning is that the latter
uses only informaion contained in the input data, whereas the former requires both input and
output (dedred) data, which dlows the caculation of the network eror as the difference
between the caculated output and the desred vector. The Backpropagation Algorithm
congsts of the adjusment of the network weights by backpropageting such error through the
network. The weight change rule is a development of the perceptron learning rule weights are
changed by an amount proportiond to the error a that neuron unit times the output of the unit
feeding into the weight. This is the essence of the sacdled delta rule. The training phase can
make use of two modes. batch mode and sequential mode (Haykin, 1994). The former deds
with the whole input data wheress the laiter carries out the training based on each input
pettern. The scope of this paper is redricted to batch mode in which all the input examples are
taken a once and the learning procedure searches a sat of weights g and biases n that

minimizesthetota squared error:
N
em = két_lIIFANN (X.q, mm) - F(xy), @

where N is the number of examples in the training s&t, x, is the input vector of example k, g
and o are the weights and biases of the network, F,,, is the goproximetion and F is the
desired output vaue.

3. NEW LEARNING STRATEGY

There are two digtinct phases for usng an ANN: the training phase (learning process) and
the running phase (activaion of the network). In the training phase, the weights are adjusted
for the bex peformance of the network in edablishing the mapping of many input-output
vector pars. Once traned, the weights are fixed and new inputs can be presented to the
network for it to compute corresponding outputs, based on what it has learned. One idea to

improve the performance of the neura network is to look for better dtrategies for the learning
process. The main idea of this Strategy liesin reducing the learning rate of the bias.

In the fdlowing dgorithm v, is the input to neuron j for each example k and p, is the
gradient of the eror a neuron i for example k. An adaptive verson of the backpropagetion
dgorithm in batch mode praceeds like this (Demuth, 1994):

[1] Start with learning rate h ,, momentum congtant, a =0.9, and momentum a , =0;
[2] Cdculate outputs of network and totd ey, ;

[38]If e, isacceptable stop;

[4] At iteration mthe backpropagation agorithm calculates:



[4.1] The error gradient of each neuron i for each examplek: Dy;
[4.2] New weights and biases using, for each neuron i, itsinputs j and each example k
[4.2.1] D@,);; =&k Dix Yy
[4.2.2] Dg;(m) =aDa;(m- 1)+ (1-a,)h,D@,);
[4.2.3] Dm(m) =a,,Dm(m- ) +(1- am)hm&yDi
[5]If: e, >1.04e,,, then h,,, =0.7,;
am; =0, gotol;
Els
[5]]if e, >e,, then h,,, =1.05h ,and a,,, =a;
[5.2] Accept weights/biases: g =q;and m =m;
[53] goto 2.

The proposed modification in the backpropagation agorithm afects the updating of Dm(m) in
Sep 4.2.3:

Dm (m) =a ,Dm (m- 1) +(1- a,)h 74 Dy €)
k

This modification tends to make the rae of change in biasss w dower than the rate of change
in weights q, because usudly h <1. However no proof is presented of convergence. The only

contribution of this work is to show a new dgorithm that resulted in better function
gpproximation in one specific experiment.

4. NUMERICAL RESULTS

Two neurd network topologies were tested in this work.

The topology for the firs neurd network conssts of 120 neurons in the input layer, 80
neurons in the hidden layer, and 60 neurons in the output layer. The input layer neurons
correspond to forecest and obsarvation data of a given parameter wheress the output layer
neurons correspond to the assmilated data. The network was trained usng 100 examples.

The topology for the second neurd network condsts of 120 neurons in the input layer, 50
neurons in each of 2 hidden layers and 60 neurons in the output layer. The rest of the setup is
the same. The network was trained using 500 examples.

Tests for the data assmilation process were peformed on the Shdlow Water physicd
mode equation (Lynch, 1984). Dynamica equations for this modd are:

M(uz)
‘ﬂ_t R = ™ +d+R,v=0 @
9d , g fitud) ™
T RTg o T2 TRUTLF=0 ®
_+RD_(uf) -Ruyv+R.d= 0 ©)

where u, v ae zond and meridiona wind components; f is the geopotentid; d = u/x is the
divengencg, z =1v/1x is the vorticty, R,=010, R-=016, R,=10, ae dmengonless



numbers Rossby, Froude, and a number that gives the importance of b -effect (Lynch, 1984).
Hereafter prognostic varigbles will be grouped into a vector w=[z d f]'. The system is
discretized usng forward and centrd finite difference method for time and space integration,
where N,Dx=L=10000 Km, being L the tota length of the channd; N, =32 the number of grid
points, and Ct =100 seconds.

Fo a5 w " o

@ (b)
Figure 2. Shdlow waer equation modd - Assmilation with 80 neurons in the hidden layer
(zond wind component): (a) without assmilation; (b) neurd network assimilation.

The numericd experiment was made inserting observations every 11.1 hours. The
observationd data were the same as forecast data added to a Gaussan deviations with zere
mean. For the data assmilaion procedure tests were performed with the two neurd networks.
In the case of the first one the weights and bias were generated after 179519 iterations and the
program took severa days to finish its execution. Fgure 2 shows the assmilaion for the
zond wind component.

g

Tatal Varienoe of Emor in &, 8 and 4

B (] Ak [ & gliv]
Time ikl
= 1
]
c
]
= w’
il
% o | |
L1}
e | S
]
Bt
= AR
= L
L]
T L
0 20 diy ] i1} L]
Time (h)

Figure 3. Error variances for sandard scheme for updating the bias in the learning phase.



From figure 2, it can be noted that the neurd network gpproach was effective as a data
assmilaion method, usng the sandard back-propagetion scheme for training the network.
However, the error in the assmilation process is increesing with time, as shown in figure 3.
Experiments usng more hidden layersfailed.

The assmilation is adso effective for data assmilaion with the second neurd network
traned usng the propossd modificaiion. But, unlike the standard back-propagetion scheme,
the error variance becomes more stable, as shown in figure 4.
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Figure 4. Error variances for new scheme for updating the bias in the learning phase.

5. FINAL REMARKS

The use of the proposed perceptron multilayer atificid neurd network for meteorologicd
data assmilation proved to be a good dterndive as the results confirmed its feasihility. For
the shdlow wae mode, convergence was possble only after using 80 neurons in the hidden
layer for the firg neurd network, and 50 neurons in the intermediate layers for the second
one.

The focus of the present paper is to test a new scheme for training the neurd network used
in the data assmilation. The proposed modification in the standard learning process leads to a
better network performance, with respect to the error stability for the andyzed case. A future
tak is to invedigate this learning scheme for other modds such as pollutant disperson
modd (Zannetti, 1990), and grongly nontlinear systems in chaeotic regime (Lorenz, 1960;
Miller et d., 1994; Nowosad et d., 2000a; 2000b; 2003).

Even though the proposed modification in the training process was agpplied to the data
assmilaion, it is expected that smilar performance would be achieved in other gpplicaions,
mainly for function approximation stuaions
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